
THE CIRCLE METHOD AND WARING’S PROBLEM

EDGAR ASSING

Abstract. We will give a introduction to the circle method based on its ap-
plication to Waring’s problem. These are some extended lecture notes for the
course Selected Topics in Number Theory - The Circle Method and Waring’s
problem taught in the winter term 2021/22 at the University of Bonn. Atten-
tion: This manuscript probably contains many misprints and inaccuracies. For
personal use only!
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1. Introduction

There is a variety of excellent articles and books on the topics treated in this
lecture. We have used a combination of these in order to prepare these notes. A
(non-exhaustive) selection of references can be found in the bibliography at the end.

Let us briefly introduce some general framework in which several interesting
results and questions from number theory can be phrased.

Given k-sequences A(1), . . . , A(k) ⊂ N ∪ {0} of non-negative integers we write

A =
k∑
i=1

A(i) = {n = a1 + . . .+ ak : ai ∈ A(i) for i = 1, . . . , k}.

In general one is interested in the properties of A such as its density in N. Let us
give some examples.

• (Fermat) For Q2 = {n2 : n ∈ N ∪ {0}} we have {p prime: n ≡ 1 mod 4} ⊂
Q2 +Q2.
• (Lagrange) If Q2 is again the set of squares, then we have Q2 +Q2 +Q2 +
Q2 = N ∪ {0}.
• (I. Vinogradov) Let P = {p prime} ∪ {0}. There is a constant C > 0

such that {n odd: n ≥ C} ⊂ P + P + P . (Due to quite recent work of
H. Helfgott it is now know that we can take C = 5. This is known as
Goldbach’s weak conjecture.)
• (Hilbert) Let k ∈ N and set Qk = {nk : n ∈ N ∪ {0}}. Then there is an

integer g = g(k) such that N ∪ {0} =
∑g

i=1Qk. (This was conjectured by
Waring and runs under the name Waring’s problem. A more elegant proof
was later supplied by Hardy and Littlewood as well as I. Vinogradov.)

We call a set A ⊂ N ∪ {0} a basis (for N) of order k if

N ⊂ A+ . . .+ A︸ ︷︷ ︸
k times

.
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Given a set A as above we define the (Schnirelmann)-density of A in N by

d(A) = inf
n

](A ∩ [1, n])

n
.

We will see the elementary but very interesting result which says that any set
{0} ⊂ A ⊂ N ∪ {0} with positive density is a basis for N. This together with
Vinogradov’s result towards the weak Goldbach conjecture implies that P ∪ {1}
is a basis for N. (Note that the sequence P itself has density 0!) But it does not
give us any useful information on the order of the basis. The (strong) Goldbach
conjecture now asserts that

{n even: n ≥ 4} ⊂ P + P.

Thus, together with the weak Goldbach conjecture we would get that P ∪ {1}
is a basis of order 3. Even though some results towards the (strong) Goldbach
conjecture are available it is still open in general.

2. Notation

We summarize some standard notation:

• Let f ∈ R and g ∈ R+. We write f � g if there exists a constant C such
that |f | ≤ Cg. If the constant C depends on some parameters we indicate
this by adding a subscript. For example we could write −xn �n e

x for all
x ∈ R≥1.
• We write e(x) = e2πix.
• For a, b ∈ Z we write (a, b) ∈ N for the greatest common divisor (short

gcd or ggT). This generalizes to (a1, . . . , an), meaning the greatest common
divisor of all the numbers in the bracket.
• If not explicitly stated otherwise the letter p is reserved for primes.
• Given an integer n we write d(n) for the number of divisors. This is

d(n) = ]{a ∈ N : a | n} =
∑
a|n

1.

• We write ϕ for Euler’s totient function, µ for the Moebius function and Ω
for the number or prime divisors.

3. Some Elementary considerations

We start this lecture by some elementary considerations following [?]. In particu-
lar, we will conclude this chapter by presenting an elementary solution of Waring’s
problem.
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3.1. On a theorem of Mann. Let us start by listing some elementary properties
of the (Schnirelmann)-density:

• Suppose 1 6∈ A, then d(A) = 0;
• Let A = {1 + r(n− 1) : n ∈ N} be an arithmetic progression with difference
r starting with 1, then d(A) = 1

r
;

• The density of any geometric progression is 0;
• We have d(Qk) = 0 for all k ≥ 2.
• N ⊂ A if and only if d(A) = 1;
• Suppose d(A) = 0 and 1 ∈ A, then for every ε > 0 there is N = N(ε)

sufficiently large such that ](A ∩ [1, n]) < εn.

Next we try to understand how the density changes when adding two sets.

Lemma 3.1 (Schnirelmann). For two sequences {0} ⊂ A,B ⊂ N ∪ {0} we have

d(A+B) ≥ d(A) + d(B)− d(A)d(B).

Proof. We write C = A+B and d(A) = α, d(B) = β and d(C) = γ. Further set

A(n) = ]([1, n] ∩ A) and B(n) = ]([1, n] ∩B). (1)

We write [1, n]∩A = {1 = a1 < a2 < . . . < aA(n)}. Since 0 ∈ B we have A ⊂ C. For
0 < k < A(n) we observe that there are exactly lk = ak+1−ak−1 numbers between
ak and ak+1 that don’t belong to A. If k = A(n), we simply have lk = n−ak. Note
that ak + r ∈ C if and only if r ∈ B. Thus among the numbers ak + 1, . . . , ak + lk
at least B(lk) are in C. We deduce that

]([1, n] ∩ C) ≥ A(n) +

A(n)∑
k=1

B(lk).

Since B(lk) ≥ βlk and A(n) ≥ αn we can estimate

]([1, n] ∩ C) ≥ A(n) + β

A(n)∑
k=1

lk = A(n) + β

A(n)−1∑
k=1

(ak+1 − ak − 1) + β(n− aA(n))

= A(n) + β(n− A(n)) ≥ αn+ βn− αβn.
This completes the proof. �

If we reformulate this inequality to

1− d(A+B) ≤ (1− d(A))(1− d(B)),

this easily generalises to

1− d(A1 + . . . Ak) ≤
k∏
i=1

(1− d(Ai)).

Theorem 3.2 (Schnirelmann). If {0} ⊂ A ⊂ N∪{0} has positive (Schnirelmann)-
density, then it is a basis for N.
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Proof. Write

Ak = A+ . . .+ A︸ ︷︷ ︸
k times

.

We need to show that there is k = k(A) such that N ⊂ Ak. Our previous result
implies

d(Ak) ≥ 1− (1− d(A))k.

In particular, since 0 < d(A) ≤ 1, we can find sufficiently large k such that
d(Ak) ≥ 1

2
. But this implies that

2Ak(n) ≥ 2d(Ak)n ≥ n.

After noting that A2k = Ak + Ak the result follows from the following claim.
Suppose A(n) + B(n) > n − 1, then n ∈ A + B. To see this we can assume
without loss of generality that n 6∈ A ∪ B. Thus, r = A(n) = A(n − 1) and
s = B(n) = B(n− 1). If A = {0, 1 = a1, a2 . . .} and B = {0, 1 = b1, b2, . . .}, then

a1, a2, . . . , ar and n− b1, n− b2, . . . , n− bs
belong to [1, n− 1] ∩ N. There are r + s = A(n) + B(n) > n− 1 numbers in this
list, so that by the pigeon hole principle there must be 1 ≤ i ≤ r and 1 ≤ j ≤ r
such that ai = n− bj. But then n = ai + bj ∈ A+B. �

Schnirelmann and Landau (fall 1931) conjectured that as long as d(A)+d(B) ≤ 1
one actually has the stronger inequality

d(A+B) ≥ d(A) + d(B).

This conjecture was finally resolved by Mann in 1942. Here we will present a proof
given later (1943) by Artin and Scherk. This proof will occupy the remainder
of this section. We write α = d(A) and β = d(B) and assume α + β ≤ 1. As
before we write use the notation from (1). Put C = A + B, γ = d(C) and write
C(n) = ]([1, n] ∩ C) as well as Cn = [1, n] ∩ C. We set C(0) = 0.

Definition 3.1. We call Cn normal if f, f ′ 6∈ Cn with f 6= f ′ and f, f ′ ∈ [0, n]
implies f + f ′ − n 6∈ Cn.

Lemma 3.3 (and Definition). For fixed n 6∈ C, there are finitely many sets

B = B(0) ⊂ B(1) ⊂ . . . ⊂ B(h) and C = C(0) ⊂ C(1) ⊂ . . . ⊂ C(h) (2)

such that A + B(i) = C(i) for 0 ≤ i ≤ h and C
(h)
n is normal. We call C(h) the

canonical extension of C. The numbers β0, . . . , βh−1 are referred to as bases for
the extensions.

Proof. Let β0 ∈ B be the smallest number such that there is c, c′ ∈ [0, n] \ C with
c 6= c′ and a ∈ A such that

c+ c′ − n = a+ β0 ∈ Cn.
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The existence of β0 is ensured since Cn is not normal. Define

C∗ = {c ∈ [0, n] : c 6∈ C, ∃c′ ∈ [0, n] \ C and a ∈ A such that c+ c′ − n = a+ β0}.

Obviously C and C∗ are disjoint. We put C(1) = C ∪ C∗. Further set

B∗ = {β0 + n− c : c ∈ C∗}.

By construction every element b∗ ∈ B∗ can be written as b∗ = c′ − a for some
c′ ∈ C∗ and a ∈ A.

We claim that B∗ ⊂ [0, n] and B ∩ B∗ = ∅. To see this we note that b∗ ∈ B∗
satisfies 0 ≤ β0 ≤ b∗ = c′ − a ≤ c′ ≤ n. Further suppose b∗ ∈ B. Then
c′ = b∗ + a ∈ B + A = C, which is a contradiction. This establishes our claim.

Set B(1) = B ∪ B∗ and we have to show that A+ B(1) = C(1). Take a ∈ A and
b1 ∈ B(1) We first show that a + b1 ∈ C(1). If a + b1 ∈ C we are done. Therefore
we assume b1 ∈ B∗ and a+ b1 6∈ C. We find

C 63 c = a+ b1 = a+ β0 + n− c′ for c′ 6∈ C.

This implies c + c′ − n = a + β0 ∈ A + B = C. By construction of C∗ we have
c ∈ C∗ ⊂ C(1). we have established that A+ B(1) ⊂ C(1). But the other inclusion
follows directly from the construction so that we are done.

Suppose n ∈ C∗. Then we can take c′ = n 6∈ C and get c = a+β0 ∈ A+B = C.
This contradicts that C ∩ C∗ = ∅ by construction. Thus n 6∈ C(1).

If C(1) is still not normal, we can apply the same process to construct the
extension A + B(2) = C(2) with basis β1. Since we are only adding integers from
[0, n−1] this procedure must terminate after finitely many steps and leave us with
a normal set A+B(µ) = C(µ). �

We now establish some properties of canonical extensions constructed above.

Lemma 3.4. The base points of the canonical extensions satisfy

β0 < β1 < . . . < βh−1.

Proof. Let 1 ≤ i ≤ µ− 1. Then βi ∈ B(i) = B(i−1) ∪ (B(i−1))∗. Let us first assume
that βi ∈ (B(i−1))∗. But then βi = βi−1 + n − c for some c < n and we are done.
Now we assume otherwise. By definition of βi, we find a ∈ A, c, c′ 6∈ C(i) such that

c+ c′ − n = a+ βi ∈ C(i).

But since we are assuming βi ∈ B(i−1) we have c+c′−n+βi ∈ A+B(i−1) = C(i−1).
But βi−1 is the minimal number with this property. Thus βi−1 ≤ βi. Finally assume
βi = βi−1. This would imply c, c′ ∈ (C(i−1))∗ ⊂ C(i), which is a contradiction. We
conclude that βi−1 < βi must hold. �

Lemma 3.5. For 0 ≤ i ≤ h let m = min{k ∈ N : k 6∈ C(h)}. Suppose c ∈ (Ci)∗

for 0 ≤ i ≤ h− 1 and n−m < c < n. Then c > n−m+ βi.
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Proof. We reformulate the assumption to

0 < m+ c− n < m.

By minimality of m this implies m+ c− n ∈ C(h). We now write

C(h) = C(i) ∪ (C(i+1))∗ ∪ . . . ∪ (C(h−1))∗

and consider two cases.
First, suppose m+ c− n ∈ C(i). This implies

m+ c− n = a+ bi for a ∈ A and bi ∈ B(i).

Note that m 6∈ C(i) and c 6∈ C(i). Thus, by minimality of βi, we get bi ≥ βi.
Equality would imply m ∈ (C(i))∗ ⊂ C(h), which is false. Thus bi > βi, so that

m+ c− n = a+ bi ≥ bi > βi

and we are done.
Second, suppose c′ = m+ c−n ∈ (C(j))∗ for i ≤ j ≤ h− 1. But by construction

of the set (C(j))∗ we find that

c′ − a = βj + n− c′′ for a ∈ A and c′′ ∈ (C(j))∗.

This yields the chain of inequalities:

c′ ≥ c′ − a > βj ≥ βi.

This concludes the proof. �

Lemma 3.6. We have

(C(i))∗(n)−(C(i))∗(n−m) = ][(C(i))∗∩(n−m,n]] = ][(B(i))∗∩[1,m)] = (B(i))∗(m−1),

for 0 ≤ i ≤ h− 1.

Proof. We look at the expression b = βi+n−c. By definition of (B(i))∗ and (C(i))∗

we have the implications

c ∈ (C(i))∗ ⇒ b ∈ (B(i))∗ and b ∈ (B(i))∗ ⇒ c ∈ (C(i))∗.

If n−m+ βi < c < n, then βi < b < m and vice versa. Thus,

(C(i))∗(n)− (C(i))∗(n−m+ βi) = (B(i))∗(m− 1)− (B(i))∗(βi).

By the previous lemma we have (C(i))∗(n−m+βi) = (C(i))∗(n−m). We are done
if we can show (B(i))∗(βi) = 0, which follows directly from the construction. �

Lemma 3.7. Let C be as above. For every n ∈ N there is 1 ≤ m < n such that

C(n)− C(n−m) ≥ (α + β)m.
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Proof. We first treat a trivial case. Indeed, if n ∈ C, then

C(n)− C(n− 1) = 1 ≥ α + β.

Thus we can assume without loss of generality that n 6∈ C.
Next we show the statement under the assumption that Cn = C ∩ [0, n] is

normal. To do so let m be the smallest natural number that does not appear in
C. Of course m ≤ n. Let n− n < s < n be an arbitrary integer. Suppose s 6∈ C.
Then, by normality of Cn, s + m − n 6∈ C. But 0 < s + m − n < m, so that we
have a contradiction to minimality of m. We conclude that all integers between
m and n are contained in C and get

C(n)− C(n−m) = m− 1.

Since m 6∈ C the argument from the proof of Theorem 3.2 shows that A(m) +
B(m) ≤ m− 1. Combining these observations yields

C(n)− C(n−m) = m− 1 ≥ A(m) +B(m) ≥ (α + β)m.

If Cn is not normal, then we take a canonical normal extenstion C(h) of C. For
this extension we have the estimate

C(h)(n)− C(h)(n−m) ≥ A(m) +Bh(m)

shown above, where m is the smallest number not appearing in C(h). We make
the following two observations:

C(h)(n)− C(h)(n−m) = C(n)− C(n−m) +
h−1∑
i=0

((C(i))∗(n)− (C(i))∗(n−m)) and

B(h)(m) = B(h)(m− 1) = B(m− 1) +
h−1∑
i=0

(B(i))∗(m− 1).

Inserting this above yields

C(n)−C(n−m)+
h−1∑
i=0

((C(i))∗(n)−(C(i))∗(n−m)) ≥ A(m)+B(m−1)+
h−1∑
i=0

(B(i))∗(m−1).

But we know from the previous lemma that (C(i))∗(n)−(C(i))∗(n−m) = (B(i))∗(m−
1). But this gives

C(n)− C(n−m) ≥ A(m) +B(m− 1) = A(m) +B(m) ≥ (α + β)m.

This concludes the proof. �

With this fundamental lemma at hand we can proof the result promised earlier.

Theorem 3.8 (Mann). Let {0} ⊂ A,B ⊂ N ∪ {0} with d(A) + d(B) ≤ 1. Then

d(A+B) ≥ d(A) + d(B).
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Proof. Let n ∈ N. We need to show that C(n) ≥ (α+β)n. We argue by induction.
First, C(1) = 1 ≥ α + β by assumption. Now assume that C(k) ≥ (α + β)k for
all k < n. To show the statement for n we apply Lemma 3.7 and find 1 ≤ m ≤ n
such that C(n)− C(n−m) ≥ (α + β)m. By induction hypothesis we get

C(n) = C(n)− C(n−m) + C(n−m) ≥ (α+ β)m+ (α+ β)(n−m) = (α+ β)n.

�

3.2. Waring’s problem from an elementary point of view. We will now
present an elementary solution to Waring’s problem following Linnik’s argument.

We define

rk(m) = ]{(x1, . . . , xk) ∈ Zk≥0 : xn1 + . . .+ xnk = m}.

Recall that we aim to show that for sufficiently large k (depending on the fixed

n) we have m ∈
∑k

i=1Qn = A
(k)
n for all m ∈ N. The latter obviously follows from

rk(m) > 0. Our solution of Waring’s problem will rely on upper bounds for rk(m).
We start by proving several Preliminary results.

Lemma 3.9. Let |a2| ≤ |a1| ≤ A be integers with (a1, a2) = 1. Then

]{(z1, z2) ∈ Z2 : a1z1 + y2z2 = m and |z1|, |z2| ≤ A} ≤ 3A

|a1|
.

Proof. Without loss of generality we assume a1 > 0. Two solutions (z1, z2) and
(z′1, z

′
2). will satisfy

a2(z′2 − z2) = a1(z1 − z′1).

Since a1 and a2 are co-prime we find that a1 | (z′2−z2). But since we are assuming
the solutions to be distinct we obtain |z′2 − z2| ≥ a1.

Note that the solution (z1, z2) is uniquely determined by z2, so that it is enough
to count the number, t, of possible values for z2 in [−A,A]. If z−2 (resp. z+

2 ) is the
smallest (resp. biggest) possibility, then we must have

a1(t− 1) ≤ z+
2 − z−2 ≤ 2A.

But this yields

t ≤ 2A

a1

+ 1 ≤ 3A

a1

.

�

Lemma 3.10. Let a1, . . . , al,m ∈ Z such that |ai| ≤ A for i = 1, . . . , l and
(a1, . . . , al) = 1. Then

][{(z1, . . . , zl) ∈ Zl : a1z1 + . . .+ alzl = m} ∩BA(0)]�l
Al−1

H
,

for H = maxi|ai|. We will write c(l) for the implicit constant.
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Proof. We argue by induction over l. The previous result shows the claimed bound
for l = 2. Thus we suppose that l ≥ 3 and the statement of the lemma is true for
l − 1. Without loss of generality we assume that H = |al|.

We start with the degenerate case a1 = . . . = al−1 = 0. In this case the
equation reads ±zl = m. It follows that zl is uniquely determined and each zi,
for i = 1, . . . , l − 1 can be chosen arbitrarily in [−A,A]. Thus we have exactly
(2A+ 1)l−1 ≤ 3l−1Al−1 solutions. We are done since H = 1.

Suppose at least one of the numbers a1, . . . , al−1 is non-zero. Put δ = (a1, . . . , al−1).

Define H ′ = maxi=1,...,l−1
|ai|
δ

and look at the equations

1

δ
(a1z1 + . . .+ al−1zl−1) = m′ and δm′ + alzl = m.

We have the trivial estimate m′ ≤ lH ′A. Further note that δ ≤ |al| and (δ, al) = 1.
By the previous lemma we have

][{(m′, zl) ∈ Z2 : δm′ + alzl = m} ∩BlH′A(0)]�l
H ′A

H
.

For each m′ appearing as a solution we apply the induction hypothesis and count

][{(z1, . . . , zl−1) ∈ Zl−1 : a1z1 + . . .+ alzl−1 = m′} ∩BA(0)]�l
Al−2

H ′
.

Combining these two estimates gives the desired result. �

Before we state the next result we note that if a = (a1, . . . , al) ∈ Zl ∩BA(0) we
can rewrite our equation as

〈a, z〉 = a · zt = m

for z = (z1, . . . , zl) ∈ Zl ∩BA(0).

Lemma 3.11. Let l > 2 and 1 ≤ A ≤ B �l A
l−1. Then∑

a∈Zl∩BA(0)

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0} �l (AB)l−1.

Proof. We start by looking at the contribution of a = (0, . . . , 0). This case is
trivially treated by observing that

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0} = (2B + 1)l �l B
l � (AB)l−1.

Next we consider the contribution of those a such that (a1, . . . , al) = 1. Set

H = ‖a‖∞ = max
i
|ai|.

Of course there is m such that

A

2m+1
< H ≤ A

2m
.



THE CIRCLE METHOD AND WARING’S PROBLEM 11

Given such an a we count solutions to the associated equation using the previous
lemma and get

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0} �l
Bl−1

H
�l

Bl−12m

A
.

Note that the bound on H immediately implies ai ≤ A2−m. Thus, the number of
all a satisfying our current assumptions is bounded by

(2
A

2m
+ 1)l � Al2−ml.

Putting these observations together yields∑
a∈Zl∩BA(0),
(a1,...,al)=1

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0} �l

∑
m∈Z≥0

∑
a∈Zl∩BA(0),
(a1,...,al)=1,

A2−m−1<‖a‖∞≤A2−m

Bl−12m

A

�l (AB)l−1
∑

m∈Z≥0

2−m(l−1) �l (AB)l−1.

Finally we need to treat the contribution of those a with (a1, . . . , al) = δ > 1.
These cases can be treated by reduction to the previous case. Indeed we can replace
A by 1

δ
A and use the observation that the components of 1

δ
a satisfy (a1

δ
, . . . , al

δ
) = 1.

We get∑
a∈Zl∩BA(0),
(a1,...,al)=δ

]{z ∈ Zl∩BB(0) : 〈a, z〉 = 0} =
∑

a∈Zl∩BA
δ

(0),

(a1,...,al)=1

]{z ∈ Zl∩BB(0) : 〈a, z〉 = 0}

� (AB)l−1

δl−1
.

We have treated all cases and find that∑
a∈Zl∩BA(0)

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0}

= ]{z ∈ Zl ∩BB(0) : 〈0, z〉 = 0}+
∑
δ∈N

∑
a∈Zl∩BA(0),
(a1,...,al)=δ

]{z ∈ Zl ∩BB(0) : 〈a, z〉 = 0}

�l B
l + (AB)l−1

∑
δ∈N

δ1−l �l (AB)l−1.

In the last step we used that l ≥ 3, so that the δ-sum is finite. �

Lemma 3.12. Let A,B be two finite multisets of numbers (i.e. elements can
appear multiple times in A or B). We have

]{(x, y) ∈ A×B : c = x+y} ≤ 1

2
]{(x, y) ∈ A2 : x−y = 0}+1

2
]{(x, y) ∈ B2 : x−y = 0}.
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Note that is we apply this to A = B we simply get

]{(x, y) ∈ A× A : c = x+ y} ≤ ]{(x, y) ∈ A2 : x− y = 0}.

Proof. We write

A = {a1, . . . , a1︸ ︷︷ ︸
λ1 times

, . . . . . . . . . , ar, . . . , ar︸ ︷︷ ︸
λr times

} and B = {b1, . . . , b1︸ ︷︷ ︸
µ1 times

, . . . . . . . . . , bs, . . . , bs︸ ︷︷ ︸
µs times

}

for a1, . . . , ar distinct and b1, . . . , bs distinct. We now write

]{(x, y) ∈ A×B : c = x+y} =
∑

1≤i≤r,
1≤j≤s,
ai+bj=c

λiµj ≤
1

2

∑
1≤i≤r,
1≤j≤s,
ai+bj=c

(λ2
i+µ

2
j) ≤

1

2

∑
1≤i≤r

λ2
i+

1

2

∑
1≤j≤s

µ2
j .

But the equation x − y = 0 for x, y ∈ A holds exactly for x = y = ai for some
1 ≤ i ≤ r. We get

]{(x, y) ∈ A2 : x− y = 0} =
∑

1≤i≤r

λ2
i .

Running the same argument for B finishes the proof. �

We generalize this combinatorial result to more sets. This is the content of the
next lemma.

Lemma 3.13. Let l = k2s and A1, . . . , Al be finite multisets of numbers. We have

]{(x1, . . . , xl) ∈ A1 × . . .× Al : x1 + . . .+ xl = c}

≤ max
0≤m≤2s−1

]{(y(1), . . . , y(2s)) ∈ [A(m)]2
s

: y(1)+. . .+y(2s−1)−y(2s−1+1)−. . .−y(2s) = 0},

where A(m) = {x1 + . . .+ xk : xi ∈ Amk+i}.

Proof. We set

A = {x1 + . . .+ x l
2

: xi ∈ Ai for i = 1, . . . ,
l

2
}

and B = {x l
2

+1 + . . .+ xl : xi ∈ Ai for i =
l

2
+ 1, . . . , l}.

We obviously have

]{(x1, . . . , xl) ∈ A1× . . .×Al : x1 + . . .+ xl = c} = ]{(x, y) ∈ A×B : c = x+ y}

≤ 1

2
]{(x, y) ∈ A2 : x− y = 0}+

1

2
]{(x, y) ∈ B2 : x− y = 0},

where we applied the previous lemma. It remains to estimate the cardinalities on
the right hand side. It is enough to treat the contribution from the set A, since
the other one is analogous.
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We bring the equation x− y = 0 for x, y ∈ A in the form

0 =

l
2∑
i=1

(zi − z′i) =

l
4∑
i=1

(zi − z′i)︸ ︷︷ ︸
=x′

+

l
2∑

i= l
4

+1

(zi − z′i)︸ ︷︷ ︸
=y′

for zi, z
′
i ∈ Ai.

As indicated in the previous equation we can continue to iterate this process s
times to conclude the proof. �

Lemma 3.14. There is k = k(n) ∈ N such that for an arbitrary N ∈ N we have

rk(m)�n N
k
n
−1 for all 1 ≤ m ≤ N.

Proof. We will use induction to prove a slightly stronger statement. Indeed we
will fix a polynomial

f(x) = a0x
n + . . .+ an−1x+ an

and consider solutions to the equation

f(x1) + . . .+ f(xk) = m.

We define

rf,k(m) = {(x1, . . . , xk) ∈ Zk : f(x1)+. . .+f(xk) = m, |xi| ≤ N
1
n for i = 1, . . . , k}.

Note that obviously rk(m) ≤ rxn,k(m) as long as m ≤ N .
Claim: Suppose the coefficients of f satisfy

|ai| �n N
i
n ,

then there is k = k(n) such that

rf,k(m)� N
k
n
−1 for all 1 ≤ m ≤ N. (3)

Let us first proof (3) for n = 1. In this case we must have f(x) = a0 · x + a1.
We take k(1) = 2, so that we need to solve

a0(x1 + x2) = m− 2a1.

But the condition |x1| ≤ N implies that there are at most 2N + 1 solutions. Since
every x1 uniquely determines x2 we have

r2(m) ≤ 3N,

which concludes this case.
We now assume that (3) holds for n′ = n− 1.1 We put k′ = k(n′) and choose

k = 2n · 2s+1 for s = blog(k′) log(2)−1c − 1.

1It may be instructive to work through the argument for n = 2 explicitly.
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We now define the (multi)-set

A =


k
2∑
i=1

f(xi) : |xi| ≤ N
1
n for i = 1, . . . ,

k

2

 .

Of course we have

rf,k(m) = ]{(x, y) ∈ A× A : x+ y = m} ≤ ]{(x, y) ∈ A× A : x− y = 0},
where we applied Lemma 3.12. We can rewrite the equation x−y = 0 with x, y ∈ A
as

k
2∑
i=1

[f(xi)− f(yi)] = 0

for suitable xi and yi. We set xi − yi = hi and get
k
2∑
i=1

[f(yi + hi)− f(yi)] = 0

We allow yi, hi ∈ [−2N
1
n , 2N

1
n ] ∩ Z. By opening the powers (yi + hi)

j we get

f(yi + hi)− f(yi) =
n∑
v=0

av

n−v∑
t=1

(
n− v
t

)
htiy

n−v−t
i .

If we put v + t = u we obtain

f(yi + hi)− f(yi) = hi

n∑
v=0

av

n∑
u=v+1

(
n− v
u− v

)
hu−v−1
i yn−ui

= hi

n∑
u=1

yn−ui

u−1∑
v=0

av

(
n− v
u− v

)
hu−v−1
i

= hi

n∑
u=1

ai,uy
n−u
i = hiφi(yi).

Note that φi is a polynomial of degree n− 1, but its coefficients depend on hi. We
get the new equation

h1φ1(y1) + . . .+ h k
2
φ k

2
(y k

2
) = 0.

Let us for now view the numbers hi with 1 ≤ i ≤ k
2

as fixed. Note that k
2

= 2n·2s,
so that we set k0 = 2n and l = k02s. We define the sets

Ai = {hiφi(yi) : yi ∈ [−2N
1
n , 2N

1
n ] ∩ Z}.

Now we are trying to solve the equation

x1 + . . .+ xl = 0 with xi ∈ Ai.
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But this is precisely the situation from Lemma 3.13. This leaves us to count
solutions to

y(1) + . . .+ y(2s−1) − y(2s−1+1) − . . .− y(2s) = 0 (4)

under the constraints

y(j) = y
(j)
1 + . . .+ y

(j)
k0

with y
(j)
i ∈ Amk0+i for 1 ≤ j ≤ 2s,

for some 0 ≤ m ≤ 2s − 1. We start by looking at m = 0. Expanding our equation
in this case, yields the expression

h1

[
φ1(v

(1)
1 ) + . . .+ φ1(v

(2s−1)
1 )− φ1(v

(2s−1+1)
1 )− . . . φ1(v

(2s)
1 )

]
︸ ︷︷ ︸

z1

+ . . .+ hk0

[
φk0(v

(1)
k0

) + . . .+ φk0(v
(2s−1)
k0

)− φk0(v
(2s−1+1)
k0

)− . . . φk0(v
(2s)
k0

)
]

︸ ︷︷ ︸
zk0

= 0.

Recall that the coefficients of φi(y) are given by the sums

ai,u =
u−1∑
v=0

av

(
n− v
u− v

)
hu−v−1
i .

If hi ∈ [−2N
1
n , 2N

1
n ] ∩ Z, then we can estimate

ai,u �n

u−1∑
v=0

av

(
n− v
u− v

)
N

u−v−1
n �n

u−1∑
v=0

(
n− v
u− v

)
N

u−1
n �n N

u−1
n .

Further since we are assuming that v
(j)
i ∈ [−2N

1
n , 2N

1
n ] we get (estimating trivial)

that

φi(v
(j)
i )�n N

n−1
n for 1 ≤ i ≤ k02s and 1 ≤ j ≤ 2s.

Thus we obtain the condition zi �n N
n−1
n .

The next step is to estimate the number of solutions to

zi = m. (5)

To do so we will use the induction hypothesis. Note that 1 < k′ = k(n− 1) < 2s−1

so that we can write (5) as

φi(v
(1)
i ) + . . .+ φi(v

(k′)
i ) = m− φi(v(k′+1)

i )− . . .− φi(v(2s−1)
i ) + φi(v

(2s−1+1)
i ) + . . . φi(v

(2s)
i )

:= m′.

Before we apply the induction hypothesis we recall that

ai,u �n N
u−1
n =

(
N

n−1
n

)u−1
n−1

and m′ � N
n−1
n .
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Thus, applying (3) we find that

rφi,k′(m
′)�

(
N

n−1
n

) k′
n−1
−1

= N
k′−n+1

n .

This is for fixed v
(k′+1)
i , . . . , v

(2s)
i . For these we have at most (1+2N

1
n )2s−k′ choices.

Thus we have

]{zi = m : v
(j)
i ∈ [−2N

1
n , 2N

1
n ] ∩ Z} �n N

2s−n+1
n .

The same argument can be made for all m 6= 0. We summarize our findings and
translate them back to bounds on rf,k(m). We have

rf,k(m)�n ]{|zi| � N
n−1
n with multiplicity λi � N

2s−n+1
n , hi ∈ [−2N

1
n , 2N

1
n ]∩Z :

0 = z1h1 + . . .+ zk0hk0}.

The right hand side is independent of f and we name it Am,k. Note that only k0

out of all the k
2

variables hi (for 1 ≤ i ≤ k
2
). Thus we have to account for all the

remaining choices trivially. This will account for a factor of

�n

(
N

1
n

) k
2
−k0

= N
k
2n
−2.

We can write

Am,k �n N
k
2n
−2 ·

(
N

2s−n+1
n

)k0
·
∑

h1,...,hk0

]{(z1, . . . , zk) ∈ Zk0 : h1z1 + . . .+ hk0zk0 = 0 and zi � N
n−1
n }

�n N
2s+2−2n

∑
h∈Zk0∩B

2N
1
n

(0)

]{z ∈ Zk0 ∩B
cnN

n−1
n

(0) : 〈h, z〉 = 0}.

Here the hi-sums run over integers between −2N
1
n and 2N

1
n . Essentially we have

simply removed the multiplicity of the zi’s by brute force and trivially dealt with
the variables hi that don’t participate in the equation.

We have now arrived at the point where we can estmate Am,k and thus rf,k(m)
using our results on linear equations. We get

rf,k(m)�n Am,k �n N
2s+2−2n

(
N

1
n ·N

n−1
n

)k0−1

= N2s+2−1 = N
k
n
−1.

This concludes the induction step and thus the proof. �

Theorem 3.15 (Hilbert). There is k = k(n) ∈ N such that N ⊂ A
(k)
n . In other

words, every natural number can be represented as a sum of at most k nth-powers
of positive integers.
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Proof. Note that

Rk(N) =
N∑
m=0

rk(m) = ]{(x1, . . . , xk) ∈ Zk≥0 : xn1 + . . .+ xnk ≤ N}.

First we observe that Rk(N) ≥
(
N
k

) k
n . To see this we just take (x1, . . . , xk) ∈

([0, b n
√

N
k
c] ∩ Z≥0)k arbitrary and observe that

xn1 + . . .+ xnk ≤ N.

We take k = k(n) as in the previous Lemma and assume that d(A
(k)
n ) = 0. Note

that 1 ∈ A(k)
n . Thus, for ε > 0 and sufficiently large N we have

A(k)
n (N) ≤ εN.

We apply the previous lemma to estimate

Rk(N) = rk(0) +
N∑
m=1

rk(m) ≤ 1 + CnN
k
m
−1A(k)

n (N) < 1 + CnεN
k
n ,

for some positive constant Cn. If we take 2Cnε = k−
k
n this reads

Rk(N) < 1 +
1

2

(
N

k

) k
n

.

Note that for N ≤ k we have A
(k)
n (N) = N . Thus we have N > k. Thus

(
N
k

) k
n > 1.

We conclude that Rk(N) <
(
N
k

) k
n . But this is a contradiction to the lower bound

obtained above.
Therefore we have seen that d(A

(k)
n ) > 0. But this proves the result, since

according to Schnirelmann every set with positive density (containing 0) is a basis
of N. �

4. Partition numbers

A solution (n1, n2, . . . , nl) ∈ Nl to the equation

n = n1 + n2 + . . .+ nl

is called a partition of n into l parts. Let pl(n) denote the total number of partitions
of n into l parts. The total partition number p(n) of n is then given by

p(n) =
n∑
l=1

pl(n).

We introduce the associated power series

F (z) =
∞∑
n=0

p(n)zn =
∞∏
m=1

1

1− zm
.
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The partition numbers have many reincarnations and are the star of many incred-
ible formulae.

Studying the asymptotic behaviour of p(n) is an important problem which ul-
timately led to the genesis of the circle method. We will derive a full asymptotic
expansion of p(n) following the work of H. Rademacher (1937). This is a direct
extension of the work of G. H. Hardy and S. Ramanujan from 1918, where circle
method was first introduced.

4.1. The Dedekind eta function. We first have to study the transformation
behaviour of the Fourier Series

f(z) =
∞∑
n=0

p(n)e(nz).

In view of the product expansion of F (z) given above we put

η(z) = e
( z

24

) ∞∏
m=1

(1− e(mz)) so that f(z) =
e( z

24
)

η(z)
.

We will have to establish a certain transformation behaviour of η(z). This will be
nothing new for the modular form enthusiasts. Here we will only rigorously derive
those facts that we need later on. A more exhaustive discussion can be found for
example in [Ap].

Obviously η(z + 1) = e( 1
24

)η(z). We also need the following result.

Lemma 4.1. We have η(−1
z
) =

√
z
i
η(z).

This result can be established in a variety of ways. One very interesting option
is to use Kronecker’s limit formula or any other connection to Eisenstein series.
Here we give an ad-hoc argument following C. L. Siegel.

Proof. Following standard terminology from the modular form world we put q =
e(z). We thus have

πiz

12
− log(η(z)) = −

∞∑
m=1

log(1− qm) =
∞∑
m=1

∞∑
k=1

1

k
qkm =

∞∑
k=1

1

k
(q−k − 1)−1.

Here we used the Taylor expansion of the logarithm and the geometric series.
We now consider the difference

f(z) = πi
z + z−1

12
− log(η(z)) + log(η(−1

z
)) =

∞∑
k=1

1

k

[
1

e−2πikz − 1
− 1

e2πi/z − 1

]

=
i

2

∞∑
k=1

1

k
[cot(πkz) + cot(πk/z)] .
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In the last step we used that cot(x) is odd and the identity 1
e−2πix−1

= i
2
(cot(πx)+i)

Note that we have to show that

f(z) = πi
z + z−1

12
+

1

2
log(z/i).

We define

gn(τ) =
1

τ
cot(π(n+

1

2
)τ) cot(π(n+

1

2
)τ/z)

for n ∈ N0. Of course gn is a meromorphic function on C and we can analyse its
pole structure. We claim that there is a pole of order 3 at 0 and we have

resτ=0gn(τ) = −1

3
(τ + τ−1).

Further for k ∈ N we have

resτ=± k

n+1
2

=
1

πk
cot(πk/z) and resτ=± kz

n+1
2

=
1

πk
cot(πkz).

We consider the path γ which goes around the rhombus with vertices at 1, z,−1, z.
By the residual theorem we compute

1

8

∫
γ

gn(τ)dτ = −πi
12

(τ + τ−1) +
i

2

n∑
k=1

1

k
(cot(πkz) + cot(πk/z)).

Taking the limit n→∞ we get

lim
n→∞

1

8

∫
γ

gn(τ)dτ = −πi
12

(τ + τ−1) + f(z).

Explicitly one can compute

lim
n→∞

1

8

∫
γ

gn(τ)dτ =

[∫ τ

1

−
∫ −1

τ

+

∫ −τ
−1

−
∫ 1

−τ

]
1

8τ
dτ =

1

2
log(

τ

i
).

This concludes the proof modulo some minor details. �

Given a matrix γ =

(
a b
c d

)
∈ SL2(R) we define the action on the upper half

plane H by

γ.z =
az + b

cz + d
∈ H.

This is a transitive group action. Further we write j(γ, z) = cz + d. We can now
establish the following important transformation behaviour of η.

Theorem 4.2. For γ ∈ SL2(Z) we have

η(γz) = θ(γ)(−i · j(γ, z))
1
2η(z),
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where θ(−γ) = e(1
4
)θ(z), θ(

(
1 b
0 1

)
) = e( b

24
) and for c > 0:

θ(γ) = e

(
a+ d

24c
− 1

2
s(d, c)

)
where s(d, c) =

∑
0≤x<c

x

c
(
dx

c
−
[
dx

c

]
− 1

2
).

This turns η in a modular form of half-integral weight for the multiplier system
θ. The function s(d, c) is called Dedekind-sum. We have the important reciprocity
formula

s(d, c) + s(c, d) =
1

12

(
d

c
+
c

d
+

1

cd
− 3

)
.

Note that the matrices T =

(
1 1
0 1

)
and S =

(
0 1
−1 0

)
generate SL2(Z). Thus one

we can apply the formulae for η(z+ 1) and η(−1/z) to derive the general formula.
Note that there is a different approach based on an identity by Iseki. The latter
seems conceptual more interesting but requires some non-trivial properties of the
Hurwitz-zeta function which I would like to avoid.

Proof. We start with some preliminaries. First suppose γ =

(
a b
c d

)
with c > 0.

We claim that

θ(γTm) = e(
m

24
)θ(γ).

This can be derived from the observation that

γTm =

(
a am+ b
c cm+ d

)
.

Thus by definition we have

θ(γTm) = e(
a+ cm+ d

24
− s(cm+ d, c)).

We are done once we have seen that s(cm+ d, c) = s(d, c). To verify this is left to
the reader.

Next we claim that

θ(sgn(d)γS) =

{
e(−1

8
)θ(γ) if d > 0,

e(1
8
)θ(γ) if d < 0.

To see this we first write

γS =

(
b −a
d −c

)
.

Consider the case d > 0. By definition of θ we have

θ(γS) = e(
b− c
24d

− 1

2
s(−c, d)) = e(

b− c
24d

+
1

2
s(c, d))
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Here we used the identity s(−c, d) = −s(c, d). Recall the reciprocity law for the
Dedekind sum:

s(c, d) + s(d, c) =
c

12d
+

d

12c
− 1

4
+

1

12cd

=
c

12d
+

d

12c
− 1

4
+
ad− bc

12cd
.

We rearrange this to get

b− c
12d

+ s(c, d) =
a+ d

12c
− s(d, c)− 1

4
.

Inserting this above concludes the treatment of the case d > 0. If d < 0 we
compute

θ(−γS) = θ(−γS) = e(
−b+ c

−24d
− 1

2
s(c,−d)).

Observe that −d > 0, so that we use the reciprocity law in the form

s(c,−d) + s(−d, c) =
c

−12d
− d

12c
− 1

4
− ad− bc

12cd
.

Rearranging terms and using s(−d, c) = −s(d, c) yields

b− c
12d

− s(c,−d) =
1

4
+
a+ d

12c
− s(d, c).

The result follows immediately.
We come to the most important claim. Suppose the functional equation of η

holds for γ. We claim that it then also holds for γ′ = γTm and γ′′ = γS. We start
by computing

η(γ′.z) = η(γ.(Tm.z)) = θ(γ)(−i(cTm.z+d))
1
2η(Tm.z) = θ(γ)e(

m

24
)(−i(cz+cm+d))

1
2η(z).

By our first claim we have θ(γ)e(m
24

) = θ(γTm) = θ(γ′) and we are done. Similarly
we compute

η(γ′′.z) = η(γ.(S.z)) = θ(γ)(−i(cS.z+d))
1
2η(Sz) = θ(γ)(−i(cS.z+d))

1
2 (−iz)

1
2η(z).

Here we used Lemma 4.1 to transform η(S.z). We now treat d > 0 first. Write

cS.z + d = − c
z

+ d =
dz − c
z

.

We can thus rewrite

− i(cS.z + d) =
−i(dz − c)
−iz

e(−1

4
).

Thus we have

η(γ′′.z) = η(γ.(S.z)) = θ(γ)(−i(cS.z + d))
1
2η(Sz) = θ(γ)e−

1
8 (−i(dz − c))

1
2η(z).

We are done with this case using our second claim. The case of negative d is
similar but requires a little care with the branches of the square root.



THE CIRCLE METHOD AND WARING’S PROBLEM 22

With this final claim at hand we are done, since it is known that SL2(Z) is gen-
erated by T and S. Furthermore we have seen above that the functional equation
is true for γ = S.

�

We will need one particular instance of this transformation formula. Take z′′ =

−d
c
− 1

cz′
. Now let γ =

(
a b
c d

)
∈ SL2(Z) with c > 0 and check

γ.z′′ =
a

c
+
z′

c
.

Applying the transformation with z′ = iz
c

we get

f(
a

c
+
iz

c2
) = c−

1
2 e(

1

2
s(d, c)) z

1
2 exp(

π

12
(
1

z
− z

c2
))︸ ︷︷ ︸

=Ec(z)

f(−d
c

+
i

z
). (6)

Note that we must restrict ourselves to those z such that −d
c

+ i
z

lies in the upper
half plane. This is as far as our study of the eta function takes us.

4.2. Farey fractions. Given C ∈ N we define the Farey sequence of order C to
be

F(C) = {a
c

: 1 ≤ c ≤ C, (a, c) = 1}.

We usually order this sequence to be increasing. Suppose we are looking at 3
consecutive Farey fractions

. . . <
a′

c′
<
a

c
<
a′′

c′′
< . . . .

We will first show that ac′−a′c = 1 (resp. a′′c−ac′′ = 1). This is done by induction
the case of C = 1 being trivial. We need some simple observations which the reader
will have to verify on its own. First note that the case a

c
, a
′

c′
∈ F(C) \ F(C − 1)

can not occur. Thus we can assume that a′

c′
∈ F(C − 1) (the opposite case being

similar). Suppose p
q

is the (right) neighbour of a′

c′
in the Farey sequence F(C − 1).

If a
c

= q
q

we are done according to the induction hypothesis. Otherwise a
c

is given

as the mediant of a′

c′
and p

q
. In symbols:

a′

c′
<
a

c
=
a′ + p

c′ + q
<
p

q
.

Thus we conclude by

ac′ − a′c = (a′ + p)c′ − a′(c′ + q) = pc′ − a′q = 1,

where we applied the induction hypothesis.
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With this property established the numerators of consecutive elements in the
Farey sequence can be related by

a′ =
ac′ − 1

c
and a′′ =

ac′′ + 1

c
.

Further, we have the following properties of the denominators:

C − c < c′ ≤ C and ac′ ≡ 1 mod c,

C − c < c′′ ≤ C and ac′′ ≡ −1 mod c.

With this at hand we can compute the mediants

a′ + a

c′ + c
=
a

c
− 1

c(c+ c′)
=
a′

c′
+

1

c′(c+ c′)
,

a+ a′′

c+ c′′
=
a

c
+

1

c(c+ c′′)
=
a′′

c′′
− 1

c′′(c+ c′′)
.

These mediants are reduced fractions but do not belong to the Farey sequence
F(C). However, they will be very important to our applications.

Finally we introduce the so called Ford circles:2

C(a
c

) = {z : |z − a

c
− i

2c2
| = 1

2c2
}.

This is a circle in H which is tangent to the real line at a
c
.

We will now verify the picture from Figure 1.
To do so we put

αa
c

=
a

c
− 1

c(c′ + ic)
and βa

c
=
a

c
+

1

c(c′′ − ic)
.

It is a straight forward computation to check that this is the only point where the
corresponding circles intersect (touch).

The segment of C(a
c
) connecting αa

c
and βa

c
without passing through a

c
will be

denoted by γa
c
. We obtain a curve

γC =
⋃

a
c
∈F(C)

γa
c

which is one periodic.
Finally let us remark that in hyperbolic geometry (on H) the Ford circles are

certain horocylces. Indeed they are obtained from the horizontal line Im(z) = 1
by applying a certain Möbius transform γ.

2Ford Circles can be nicely visualised with Mathematica. See
https://demonstrations.wolfram.com/FordCircles/ for a demonstration.

https://demonstrations.wolfram.com/FordCircles/
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a
c

1

2c2

a ' '
c ' '

a '
c '

a
c
−

1
c (c '+ ic)

a
c
+

1
c (c ' '−ic)

Figure 1. Ford circles C(a′
c′

), C(a
c
) and C(a′′

c′′
)

4.3. Setting up the circle method. Finally we will set up the circle method in
order to produce an asymptotic formula for the partition numbers. Doing so we
closely follow the exposition in [IK]. We can recover the coefficients p(n) from the
series F (z) or f(z) as follows:

p(n) =
1

2πi

∫
∂Br(0)

F (z)z−n−1dz =

∫ w+1

w

f(z)e(−nz)dz. (7)

The first equality is simply Cauchy’s integral, while the second follows from peri-
odicity of the Fourier Series f(z).

In the second integral of (7) we can take any continous path from w to w + 1
in the upper half plane. Furthermore, w ∈ H can be chosen arbitrarily. We make
our choices so that the integral is taken along the path

γ′C =
⋃

1≤c≤C,
1≤a≤C,
(a,c)=1

γa
c
.

We obtain the dissection

p(n) =
∑

1≤c≤C

∑
a mod c

∗
∫
γa
c

f(z)e(−nz)dz︸ ︷︷ ︸
=Hac(n)

(8)
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0 1

zac '

zac ' '

T c γac

γac '

Figure 2. This is the translation of the Ford circle C(a
c
) by the

change of variables Tc.

We start by making the change of variables (denoted by T−1
c )

z 7→ a

c
+
iz

c2
.

This rotates, magnifies and translates the Ford circle C(a
c
) to the circle centered

at 1
2

with radius 1
2
. The end points of the piece we are integrating over become

z′ac =
ic

c′ + ic
and z′′ac =

−ic
c′′ − ic

.

See Figure 2 for illustration. This yields

Hac(n) =
i

c2
e(−an

c
)

∫ z′′ac

z′ac

f(
a

c
+
iz

c2
)e(−inz

c2
)dz.

Applying (6) we get

Hac(n) = c
1
2 e(

1

2
s(a, c)− an

c
)
i

c2

∫ z′′ac

z′ac

f(−d
z

+
i

z
)Ec(z)e2πnz/c2dz︸ ︷︷ ︸

=Ia,c(n)

.
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Let us first compute the integral which provides the main therm and then justify
why this is the case. This integral is

Ĩc(n) =
i

c2

∫
∂B 1

2
( 1
2

)

Ec(z)e2πnz/c2dz

=
i

c2

∫
(1)

exp(
πz

12
+

2π

c2z
(n− 1

24
))z−

5
2dz

=
2π

c2
·
(

c

12λn

) 3
2

I 3
2

(
B

c
λn

)
.

In the first step we changed z 7→ 1
z
. The second step includes looking up the

integral. Here I 3
2

is the I-Bessel function, λn =
√
n− 1

24
and B = 2π√

6
. One could

easily just work with the I-Bessel function, but in order to bring it in a more
classical form we make the following observations:

I 1
2
(x) =

√
2 sinh(x)√

πx
and

I 3
2
(x) =

√
x
d

dx

[
I 1

2
(x)
√
x

]
.

We obtain

Ĩc(n) =
1√
2π

d

dn
λ−1
n sinh(

B

c
λn).

In particular Ĩc(n) is independent of a. Thus we wish to replace Ia,c by it with
a controllable error. This is made precise in the following lemma.

Lemma 4.3. We have

Hac(n) =
1√
2π
c

1
2 e(

1

2
s(a, c)− an

c
)
d

dn
λ−1
n sinh(

B

c
λn) +O(c−1C−

3
2 exp(2πnC−2)).

Proof. Since the strategy is clear we write

Ia,c − Ĩc(n) = I1 − I2 − I3

for

I1 =

∫ z′′ac

z′ac

(
f

(
−d
c

+
i

z

)
− 1

)
Ec(z)e2πnz/c2dz,

I2 =

∫ z′ac

0

Ec(z)e2πnz/c2dz and

I3 =

∫ 1

z′′ac

Ec(z)e2πnz/c2dz.
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To estimate I1 we need to move the path of integration. Indeed we move the
path from the arc to the straight line connecting z′ac and z′′ac (i.e. the chord). On
this new path we have the estimate

|z| ≤ min(|z′ac|, |z′′ac|) ≤ 2cC−1 and Re(z) ≤ max(Re(z′ac),Re(z′′ac)) ≤ c2C−2.

The length of the path can be bounded by |z′ac| + |z′′ac| ≤ 4cC−1. We will use the
estimate (

f

(
−d
c

+
i

z

)
− 1

)
Ec(z)e2πnz/c2

= z
1
2

∞∑
m=1

p(m)e(−dm
c

) exp

(
−2π

z
(m− 1

24
) +

2πz

c2
(n− 1

24
)

)
�
( c
C

) 1
2

exp(
2πn

C2
).

Here we used the Fourier expansion of f as well as the bounds

Re(z−1) = 1, Re(z) ≤ c2C−2 and p(m) ≤ 2m.

Estimating the integral trivially yields

I1 �
( c
C

) 3
2

exp(
2πn

C2
).

Since I2 and I3 are very similar we only show how to deal with I2. First we observe
that the length of the path around the relevant piece of the arc is bounded by
π
2
|z′ac| ≤ πcC−1. Further, on this arc we have the estimate |z| ≤ cC−1. Bounding

the integrand by

Ec(z)e2πnz/c2 �
( c
C

) 1
2

exp(
2πn

C2
)

and estimating the integral trivially yields

I2 �
( c
C

) 3
2

exp(
2πn

C2
).

The same bound holds for I3. The result follows directly. �

We are now ready to prove the following theorem.

Theorem 4.4. For n ≥ 1 we have

p(n) =
1

π
√

2

∞∑
c=1

c
1
2Ac(n)

d

dn

1

λn
sinh(

B

c
λn)

for B = 2
π

√
6, λn =

√
n− 1

24
and

Ac(n) =
∑

a mod c,
(a,c)=1

e(
1

2
s(a, c)− an

c
).
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Proof. Recall that by (8) we have

p(n) =
C∑
c=1

∑
1≤a≤c,
(a,c)=1

Hac(n).

Inserting the expression from Lemma 4.3 and recognising the a-sum as Ac(n) we
get

p(n) =
1

π
√

2

C∑
c=1

c
1
2Ac(n)

d

dn

1

λn
sinh(

B

c
λn) +O

(
C∑
c=1

c∑
a=1

c−1C−
3
2 exp(2πnC−2)

)
.

Of course we trivially have

C∑
c=1

c∑
a=1

c−1C−
3
2 exp(2πnC−2)� C−

1
2 exp(2πnC−2).

Taking the limit C →∞ completes the proof. �

Remark 4.5. The asymptotic expansion of p(n) as above is originally due to Hardy-
Ramanujan and is essentially the birth of the circle method. The full asymptotic
expansion was derived by H. Rademacher. Furthermore, A. Selberg succeeded in
deriving the closed expression

Ac(n) =
( c

2

) 1
2

∑
l mod 2c,

l(3l−1)≡−2n mod 2l

(−1)l cos

(
π

c

(
l − 1

6

))
.

This gives the bound |Ac(n)| ≤ 2τ(c)c
1
2 .

5. Some results on exponential sums

Lemma 5.1 (Weyl’s inequality). Let f(x) be a real polynomial of degree k with
leading coefficient α (i.e. f(x) = αxk+α1x

k−1+. . .). Suppose that α has a rational
approximation a

q
such that

(a, q) = 1, q > 0, and |α− a

q
| ≤ 1

q2
.

Then, for any ε > 0 and K = 2k−1 we have

P∑
x=1

e(f(x))�ε,k P
1+ε

(
P−

1
K + q−

1
K +

(
P k

q

)− 1
K

)
.
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Proof. We write Sk(f) =
∑

P1<x≤P2
e(f(x)) for 0 ≤ P2 − P1 ≤ P . Considering the

absolute value squared we find

|Sk(f)|2 =
∑

P1<x1,x2≤P2

e(f(x2)− f(x1))

= P2 − P1 + 2 Re

[ ∑
P1<x1<x2≤P2

e(f(x2)− f(x1))

]
.

We put x2 = x1 + y and set

f(x1 + y)− f(x1) = ∆yf(x1).

This yields

|Sk(f)|2 = P2 − P1 + 2 Re

 P∑
y=1

∑
x∈Iy

e(∆yf(x1))

 .
Note that for some y the corresponding interval Iy is empty (i.e. the x1-sum
irrelevant). We obtain the estimate

|Sk(f)|2 ≤ P + 2
P∑
y=1

|Sk−1(∆yf)|.

Here the subscript indicates that ∆yf(x) has degree (at most) k − 1. This is the
procedure we wish to iterate until we reach linear sums. The next iterate would
look like

|Sk−1(∆yf)|2 ≤ P + 2
P∑
z=1

|Sk−2(∆y,zf)|.

By Cauchy’s inequality we get

|Sk(f)|4 � P 2 + P

P∑
y=1

|Sk−1(∆yf)|2

� P 3 + P

P∑
y=1

P∑
z=1

|Sk−2(∆y,zf)|.

Continuing this process yields

|Sk(f)|2v � P 2v−1 + P 2v−v−1

P∑
y1=1

. . .

P∑
yv=1

|Sk−v(∆y1,...,yvf)|. (9)

Taking v = k − 1 we find

∆y1,...,yk−1
f(x) = k!αy1 · . . . · yk−1x+ β.
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Here β is a combination of all terms that are independent of x. Thus it is key to
estimate

|S1(∆y1,...,yk−1
f)| = |

∑
x

e(k!αy1 · . . . · yk−1x)|.

We note that we are summing part of a geometric series. In general this yields
the estimate

|
x2−1∑
x=x1

e(λx)| ≤ 2

|1− e(λ)|
=

1

|sin(πλ)|
� 1

‖λ‖
.

At this point we introduce the notation ‖λ‖ to be the distance of λ to the nearest
integer.

Inserting this above yields

|Sk(f)|K � PK−1 + PK−k
P∑

y1=1

. . .

P∑
yk−1=1

min(P, ‖k!αy1 · . . . · yk−1‖−1).

By the standard result d(m)�ε m
ε we find that

]{k!y1 · . . . · yk−1 = m} �ε m
ε.

Arranging the yi-sums appropriately yields

|Sk(f)|K � PK−1 + PK−k+ε

k!Pk−1∑
m=1

min(P, ‖αm‖−1).

At this point we make use of the rational approximation a
q

to α. We divide the

m-sum in blocks of length q. There are � Pk−1

q
+ 1 such blocks. The sum over

such a block looks like
q−1∑
m=0

min(P, ‖α(m1 +m)‖−1).

We observe that, since |α− a
q
| ≤ q−2 and 0 ≤ m < q, we have

α(m1 +m) = αm1 +
am

q
+O(

1

q
).

Putting am ≡ r mod q we observe that r runs through a complete sum of residues
mod q when m runs through the full block. Thus the sum is

q−1∑
r=0

min(P,
1

‖(r + b)/q +O(1/q)‖
).

Here b is the integer closest to qαm1. We estimate

q−1∑
r=0

min(P,
1

‖(r + b)/q +O(1/q)‖
)� P +

q/2∑
s=1

q

s
� P + q log q.



THE CIRCLE METHOD AND WARING’S PROBLEM 31

Since we are doing this for every block we get

|Sk(f)|K � PK−1 + PK−k+ε(
P k−1

q
+ 1)(P + q log q)� PK+ε(P−1 + q−1 + P−kq).

The result follows by taking the Kth root. �

Lemma 5.2 (Hua’s inequality). Let fα(x) = αxk. We have∫ 1

0

|
P∑
x=1

e(fα(x))|2kdα�ε,k P
2k−k+ε.

Proof. Write

Iv =

∫ 1

0

|T (α)|2vdα, for T (α) =
P∑
x=1

e(fα(x)).

By induction on v we will show that

Iv � P 2v−v+ε for v = 1, . . . , k.

Of course v = k is exactly what is claimed.
For v = 1 we have

I1 =

∫ 1

0

∑
x1,x2

e(α(xk1 − xk2))dα = P

by character orthogonality.
Suppose our claim holds for 1 ≤ v ≤ k− 1. As in the proof of Weyl’s bound the

differencing trick yields

|T (α)|2v � P 2v−1 + P 2v−v−1 Re

[
P∑

y1=1

. . .
P∑

yv=1

Sk−v(α)

]
,

where
Sk−v(α) =

∑
x∈Iy1,...,yv

e(α∆y1,...,yv(x
k)).

Note that by positivity this is true without absolute values inside the y-sums.
From this we at once derive that

Iv+1 � P 2v−1Iv + P 2v−v−1
∑

y1,...,yv

Re

∫ 1

0

Sk−v(α)|T (α)|2vdα.

We investigate the last integral:∫ 1

0

Sk−v(α)|T (α)|2vdα =

∫ 1

0

∑
x

e(α∆y1,...,yv(x
k))

∑
u1,...,u2v−1 ,
v1,...,v2v−1

e(αuk1 +. . .−αvk1−. . .).

Including the yi-sums we get the following counting problem:

N = ]{∆y1,...,yv(x
k) + uk1 + . . .− vk1 − . . . = 0, 1 ≤ yi, ui, vi, x ≤ P}.
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Thus we have

Iv+1 � P 2v−1Iv + P 2v−v−1N.

The remainder of this proof we consider the counting problem to estimate N .
Observe that ∆y1,...,yv(x

k) is positive and divisible by all y1, . . . , yv. Fixing the ui’s
and vi’s we have at most P ε choices for each 1 ≤ y1, . . . , yv ≤ P . This is by the
divisor bound. Given all yi, ui and vi we note that x is uniquely determined. Thus,
counting all choices for ui and vi, we get

N � P 2v+vε.

Inserting this estimate above concludes the proof. �

Lemma 5.3 (van der Corput). Let f(x) be a real valued function, twice differen-
tiable function with

0 ≤ f ′(x) ≤ 1

2
and f ′′(x) > 0.

Then ∑
A≤n≤B

e(f(n)) =

∫ B

A

e(f(x))dx+O(1).

Proof. Without loss of generality we assume that A < B are integers. We also
count the end points with weight 1

2
. Further, by changing the constant term of

f we assume that the difference between sum and integral is positive. The latter
ensures that it is enough to consider cos(2πf(x)) instead of e(f(x)).

We put Ψ(x) = x− [x]− 1
2

and note that∫ m+1

m

Ψ(x)F ′(x)dx =
1

2
(F (m+ 1) + F (m))−

∫ m+1

m

F (x)dx.

Summing this over m yields

B∑
m=A

F (m) =

∫ B

A

F (x)dx+

∫ B

A

Ψ(x)F ′(x)dx.

Note that we stick to the convention that the end terms of the sum is weighted by
1
2
.
We are left with showing that

I =

∫ B

A

Ψ(x)(cos(2πf(x)))′dx

is bounded.
Away from integers we develop Ψ(x) into a Fourier series

Ψ(x) = −
∞∑
v=1

sin(2πvx)

πv
.
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Inserting this we get

I = −
∞∑
v=1

1

vπ

∫ B

A

(sin(2πvx))(cos(2πf(x)))′dx

= 2
∞∑
v=1

1

v

∫ B

A

(sin(2πvx))(sin(2πf(x)))f ′(x)dx

=
∞∑
v=1

1

v

∫ B

A

f ′(x)[cos(2π(vx− f(x)))− cos(2π(vx+ f(x)))]dx.

Justifying the interchange of sum and integration is no issue here.
If we can show that

|I ′| = |
∫ B

A

f ′(x) cos(2π(vx± f(x)))dx| < 1

π(2v − 1)
,

then we get

|I| < 1

π

∞∑
v=1

1

v(2v − 1)
<

2

π

and this would concludes the proof. To show the desired estimate for |I ′| we write

I ′ =
1

2π

∫ B

A

f ′(x)

v ± f ′(x)
φ′(x)dx for φ(x) = sin(2π(vx± f(x))).

The first factor is monotonic (for each positive integer v). The mean value theorem
gives the desired bound. �

Remark 5.4. This can easily be generalised to the following situation. Suppose f ′

is monotonic on [A,B] and suppose that H1 ≤ f ′(x) ≤ H2 for x ∈ [A,B]. Then∑
A≤n≤B

e(f(n)) =

H2∑
h=H1

∫ B

A

e(f(x)− hx)dx+O(log(2 + max(|H1|, |H2|))).

6. An analytic approach to Waring’s problem

We will now use the circle method to give another proof of Hilbert’s theorem.
The approach taken follows Vinogradov’s modification of Hardy and Littlewood’s
original treatment. We closely follow the exposition from H. Davenport (see [Da2]).
Recall that given n ∈ N we want to show that there is k = k(n) ∈ N such that

xn1 + . . .+ xnk = m

has solutions in the non-negative integers for all m ∈ N. We will do this by proving
an asymptotic formula for

rk(m) = ]{(x1, . . . , xk) ∈ (Z≥0)k : xn1 + . . .+ xnk = m}.
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6.1. An asymptotic formula. For a positive integer P = dm 1
n e we define

T (α) =
P∑
x=1

e(αxn).

Recall that rk(m) was the number of representations of m as sum of k nth powers
of non-negative integers. Our starting point is the simple expression

rk(m) =

∫ 1

0

T (α)ke(−mα)dα.

This is easily verified using character orthogonality.
For δ > 0 consider the subset of the Farey sequence

F = F(P δ) ∩ (0, 1] = {a
q

: 1 ≤ q ≤ P δ, 1 ≤ a ≤ q, (a, q) = 1}.

For each (reduced) fraction a
q
∈ F we consider the interval

Ma
q

= {α mod 1: |α− a

q
| ≤ P−n+δ}.

(Note that we understand M 1
1

in (0, 1], where it is essentially the union of two

intervals!) These intervals do not overlap and we refer to them as major arcs. The
minor arcs are given by

m = (0, 1] \

⋃
a
q
∈F

Ma
q

 .

We can estimate the contribution of the minor arcs to rk(m) as follows.

Lemma 6.1. If k ≥ 2n + 1, then there is δ′ = δ′(δ) > 0 such that∫
m

|T (α)|kdα�δ,n,k P
k−n−δ′ .

Proof. We apply Dirichlet’s approximation theorem to α ∈ (0, 1]. This gives us a
rational approximation a

q
such that

1 ≤ q ≤ P n−δ and |α− a

q
| < 1

qP n−δ .

Since α ∈ (0, 1] we can achieve 1 ≤ a ≤ q. From this we conclude that α ∈ m
implies the important bound

q > P δ.

By Weyl’s bound (Lemma 5.1) we get

|T (α)| �ε,n P
1− δ

K
+ε for K = 2n−1.
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(We simplified the bound using q > P δ and P n/q ≥ P δ. The latter follows from
the size constraint on q in the approximation theorem.) We can now estimate∫

m

|T (α)|kdα�ε,n P
(k−2n)(1− δ

K
+ε)

∫ 1

0

|T (α)|2ndα�ε,n P
(k−2n)(1− δ

K
+ε)+2n−n+ε.

Here we used Hua’s inequality (Lemma 5.2). We conclude by using the assumption
on k to see

(k − 2n)(1− δ

K
+ ε) + 2n − n+ ε = k − n+ (k + 1− 2n)ε+ (2− k

2n−1
)δ

≤ k − n+ (k + 1− 2n)ε− δ

2n−1
≤ k − n− δ

2n
.

In the last step we have chosen ε = δ
(k+1−2n)2n

. The result follows with δ′ =

δ2−n. �

Remark 6.2. Generally speaking the treatment of the minor arcs is considered
to be the challenging part of the circle method. Usually one requires some deep
insights (such as Weyl’s and Hua’s inequality in this case) to make these estimates
work. Once one has found a working argument to deal with minor arcs, one makes
the minor arcs as large as the method permits. Then one hopes that the rest can
be treated with the major arc machinery.

We turn towards the major arcs and define the integrals

Sa,q =

q∑
x=1

e(
axn

q
) and I(β) =

∫ P

0

e(βξn)dξ.

Our first job is to approximate T (α) by these two objects.

Lemma 6.3. For α ∈Ma
q

we have

T (α) = q−1Sa,qI(β) +O(P 2δ),

where β = α− a
q
.

Proof. We want to write 1 ≤ x ≤ P as x = qy + z where 1 ≤ z ≤ q. We get

T (α) =

q∑
z=1

∑
y

e(α(qy + z)n) =

q∑
z=1

e(azn/q)
∑
y

e(β(qy + z)n).

The next step is to write the y-sum as an integral. Here we will pick up some
error. We make the following observations. For any differentiable function f the
mean value theorem tells us

|f(t)− f(y)| ≤ 1

2
max|f ′(t)| for |t− y| ≤ 1

2
.



THE CIRCLE METHOD AND WARING’S PROBLEM 36

Therefore we must have∫ B

A

f(x)dx−
∑

A<x<B

f(x)� (B − A) max|f(x)|+ max|f ′(x)|.

We apply this to f(y) = e(β(qy + z)n). Of course |f(x)| ≤ 1. Computing the
derivative shows that

f ′(y) = 2πinqβ(qy + z)n−1f(y)�n q|β|P n−1.

In our case we also have B − A� P/q. Thus we have∑
y

e(β(qy + z)n) =

∫ B

A

e(β(qy + z)n)dy +Ok(|β|P n + 1)

= q−1

∫ P

0

e(βξn)dξ +On(|β|P n + 1).

Altogether we obtain

T (α) = q−1Sa,qI(β) +On(q(|β|P n + 1)).

Since we are currently dealing with major arcs we have q ≤ P δ and |β| ≤ P−n+δ.
Using these two bounds in the error completes the proof. �

Let M =
⋃

a
q
Ma

q
be the set of all major arcs.

Lemma 6.4. There is δ′ = δ′(δ) > 0 such that∫
M

T (α)ke(−mα)dα = P k−nS(P δ,m)J(P δ) +O(P k−n−δ′)

where

S(P δ,m) =
∑
q<P δ

∑
1≤a≤q,
(a,q)=1

q−kSka,q · e(−ma/q)

and

J(P δ) =

∫
γ<P δ

(∫ 1

0

e(γξn)dξ

)k
e(−γ)dγ.

Proof. First observe that we have the trivial bound

|q−1Sa,qI(β)| ≤ P.

Thus, using a binomial expansion we find

T (α)k = (q−1Sa,q)
k(I(β))k +O(P k−1+2δ).

Thus each arc yields∫
Ma,q

T (α)ke(−mα)dα = (q−1Sa,q)
ke(−ma/q)

∫
|β|<P−n+δ

(I(β))ke(−mβ)dβ+O(P k−n−1+3δ).
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Summing over all admissible a and q we obtain∫
M

T (α)ke(−mα)dα = S(P δ,m)

∫
|β|<P−n+δ

(I(β))ke(−mβ)dβ +O(P k−n−1+5δ),

where we bounded the number of tuples (a, q) trivially by P 2δ. The same bound
can be used to bound S(P δ,m)� P 2δ.

We only have to manipulate the β-integral. To do so recall that P = dm 1
n e, so

that m− P n � P n−1. Thus by the mean value theorem we have

|e(−βm)− e(−βP n)| � |β|P n−1 � P−1+δ.

Thus the error obtained by replacing m with P k in the integral can be observed
in the big-O-term. We get∫

M

T (α)ke(−mα)dα = S(P δ,m)

∫
|β|<P−n+δ

(I(β))ke(−P nβ)dβ +O(P k−n−1+5δ),

Having a closer look at the remaining integral we obtain∫
|β|<P−n+δ

(I(β))ke(−P nβ)dβ =

∫
|β|<P−n+δ

(∫ P

0

e(βξn)dξ

)k
e(−P nβ)dβ

= P k−nJ(P δ).

This concludes the proof. �

We now define the singular series (for Waring’s problem with k-variables and
exponent n) by

S(m) =
∞∑
q=1

∑
1≤a≤q,
(a,q)=1

(q−1Sa,q)
ke(−ma/q).

Note that for k ≥ 2n + 1 this is absolutely convergent (as well as uniform in m).
To see this we apply Weyl’s boun (Lemma 5.1) to Sa,q and get

∞∑
q=1

∑
1≤a≤q,
(a,q)=1

(q−1|Sa,q|)k �k,n

∞∑
q=1

q1− k
2n−1 +ε �

∞∑
q=1

q−1−2−n−1+ε <∞.

This suffices at the moment.

Theorem 6.5. If k ≥ 2n + 1, the number rk(m) of representations of m by k
positive integral nth powers satisfies

rk(m) = Cn,km
k
n
−1S(m) +O(mk/n−1−δ′),

for some fixed δ′ > 0 and

Ck,s =
Γ(1 + 1/n)k

Γ(k/n)
> 0.
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This gives an asymptotic formula for rk(m) as soon as we can show that the
singular series S(m) is bounded away from 0. We will leave this task for after the
proof.

Proof. Combining all our results so far we obtain

rk(m) = P k−nS(P δ,m)J(P δ) +O(P k−n−δ′).

We first investigate the contribution from J(P δ). To do so observe that∫ 1

0

e(γξn)dξ = n−1

∫ 1

0

ζ−1+ 1
n e(γζ)dζ = n−1γ−

1
n

∫ γ

0

ζ−1+ 1
n e(ζ)dζ.

Since the remaining integral is bounded for all γ. (Dirichlet’s convergence test for
infinite integrals together with absolute convergence at 0), we obtain the estimate∫ 1

0

e(γξn)dξ �n γ
− 1
n .

Thus we obtain

J(P δ) =

∫
R

(
n−1

∫ 1

0

ζ−1+ 1
n e(γζ)dζ

)k
e(−γ)dγ︸ ︷︷ ︸

=Ck,n

+O(P−(k/n−1)+δ)

At this point Ck,n is simply a number depending on n and k. Thus, without making

our error any large we can replace P by m
1
n and S(P δ,m) by S(m). Thus we

have seen
rk(m) = Ck,nS(m)m

k
n
−1 +O(m

k
n
−1−δ′).

We are done as soon as we can evaluate Ck,n. To do so we first observe that∫ λ

−λ
e(µγ)dγ =

sin(2πλµ)

πµ
.

In the definition of Ck,n we can replace the infinte γ-integral by a suitable limit
and interchange integrals. We find

Ck,n = n−k lim
λ→∞

∫ 1

0

. . .

∫ 1

0︸ ︷︷ ︸
k−times

(ζ1 . . . ζk)
−1+ 1

n
sin(2πλ(ζ1 + . . .+ ζk − 1))

π(ζ1 + . . .+ ζk − 1)
dζ1 . . . ζk.

We set

φ(u) =

∫ 1

0

. . .

∫ 1

0
u−1<ζ1+...+ζk−1<u

[ζ1 · . . . · ζk−1 · (u− ζ1 − . . .− ζk−1)]−1+ 1
ndζ1 . . . dζk−1

By a change of variables we get

Ck,n = n−k lim
λ→∞

∫ k

0

φ(u)
sin(2πλ(u− 1))

π(u− 1)
du.
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Note that φ(1) can be evaluated directly. Indeed, if k = 2, then we easily recognise

Euler’s integral representation for the Beta-function (i.e. B(p, q) = Γ(p)Γ(q)
Γ(p+q)

). The

general case is a direct generalisation of this and we obtain

φ(1) =
Γ(1/n)k

Γ(k/n)
.

If we can show that φ(u) is of bounded variation, then we can use the Fourier
integral theorem and obtain

Ck,n = n−k lim
λ→∞

∫ k

0

φ(u)
sin(2πλ(u− 1))

π(u− 1)
du = n−kφ(1)

= n−k
Γ(1/n)k

Γ(k/n)
=

Γ(1 + 1/n)k

Γ(k/n)
.

Thus we are done when we can argue that φ has bounded variation. To do so write

φ(u) = u
k
n
−1

∫ 1/u

0

. . .

∫ 1/u

0

[t1 · . . . · tk−1(1− t1 − . . .− tk−1)]−1+ 1
ndt1 . . . dtk−1.

Since the integrand is now independent of u and the range of integration contracts
as u gets larger we are done. �

6.2. The singular series. We now turn towards the study of S(m). To do so we
set

A(q) =

q∑
a=1,

(a,q)=1

(q−1Sa,q)
ke(−am/q).

Then S(m) =
∑∞

q=1 A(q).

Lemma 6.6. If (q1, q2) = 1, then

A(q1q2) = A(q1)A(q2).

Proof. We start by writing f(a, q) = Ska,qe(−am/q). If we have

a

q
≡ a1

q1

+
a2

q2

(mod 1), q = q1q2,

then

f(a, q) = f(a1, q1)f(a2, q2).

To see this we compute

a

q
qk
(
z1

q1

+
z2

q2

)k
≡ a1

q1

(q2z1)k +
a2

q2

(q1z2)k mod 1.
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With this at hand we can write

Sa,q =

q∑
z=1

e(azk/q) =

q1∑
z1=1

q2∑
z2=1

e

(
a

q
qk
(
z1

q1

+
z2

q2

)k)

=

q1∑
z1=1

e

(
a1

q1

(q2z1)k
) q2∑
z2=1

e

(
a2

q2

(q1z2)k
)

= Sa1,q1Sa2,q2 .

In the last step we simply re-ordered the sum after the change of variables q2z1 7→ z1

(resp. q1z2 7→ z2). The multiplicativity of f follows using

e(−a
q
m) = e(−a1

q1

m)e(−a2

q2

m).

The statement of the lemma follows easily by observing

q∑
a=1,

(a,q)=1

f(a, q) =

 q1∑
a1=1,

(a1,q1)=1

f(a1, q1)


 q2∑

a2=1,
(a2,q2)=1

f(a2, q2)

 .

�

Lemma 6.7. If k ≥ 2n + 1, then we have

S(m) =
∏
p

χ(p),

for χ(p) = 1 +
∑∞

l=1 A(pl). Further we have

χ(p) = 1 +O(p−1−δ), for some δ > 0.

Proof. By the absolute convergence of S(m) one can justify

S(m) =
∞∑
q=1

A(q) =
∏
p

(
∞∑
v=0

A(pv)

)
=
∏
p

χ(p)

using multiplicativity of A(·) and the fundamental theorem of arithmetic.
Recall that we already used the estimate

A(q)�n,k,ε q
1− k

2n−1 +ε � q−1−δ

above. But this directly implies

χ(p)− 1 =
∞∑
l=1

A(pl)�
∞∑
l=1

p−l(1+δ) � p−1−δ,

by a standard geometric series argument. �

Corollary 6.8. If k ≥ 2n + 1 there exists p0 = p0(n) such that

1

2
≤
∏
p>p0

χ(p) ≤ 3

2
.
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This result will greatly improved by relating the numbers χ(p) to the number
of solutions to a certain congruence.We now define

M(q) = ]{0 < x1, . . . , xk ≤ q : xn1 + . . .+ xnk ≡ m mod q}.

Lemma 6.9. We have

1 +
N∑
v=1

A(pv) =
M(pN)

pN(k−1)
,

so that

χ(p) = lim
N→∞

M(pN)

pN(k−1)
.

Proof. For q = pN we write

M(q) = q−1

q∑
t=1

q∑
x1=1

. . .

q∑
xk=1

e

(
t

q
(xn1 + . . .+ xnk −m)

)

= q−1
∑
q1|q

q1∑
u=1,

(u,q1)=1

q∑
x1=1

. . .

q∑
xk=1

e

(
u

q1

(xn1 + . . .+ xnk −m)

)
(10)

We also compute

q∑
x=1

e(
u

q1

xn) =
q

q1

q1∑
x=1

e(
u

q1

xn) =
q

q1

Su,q1 .

We now easily see

M(q) = q−1
∑
q1|q

∑
u=1,

(u,q1)=1

(
q

q1

)k
(Su,q1)

ke(− u
q1

m) = qk−1
∑
q1|q

A(q1).

We conclude by setting q = pN . �

It remains to thoroughly investigate the congruence at hand. For each p we set
up the following notation. Let τ = τp be such that n = pτn0 with (n0, p) = 1.
Further write

γ = γp = γp,n =

{
τ + 1 if p > 2,

τ + 2 if p = 2.

We will need the following result to lift certain congruences. This is a specific
version of Hensel’s Lemma taylor made for our purposes.

Lemma 6.10. If the congruence xn ≡ m mod pγ is soluble for (m, p) = 1, then
xn ≡ m mod pv is soluble for every v > γ.
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Proof. We first consider the case p 6= 2. Note that (Z/pvZ)× is a cyclic group of
order φ(pv) = (p− 1)pv−1. A generator g of this group is called a primitive root to
the modulus pv. If v > γ, then g is necessarily also a primitive root to the modulus
pγ. We write

m ≡ gµ, y ≡ gη, x ≡ gξ mod pv.

Looking at the exponents we find that the assumption yn ≡ m mod pγ is equivalent
to

nη ≡ µ mod pγ−1(p− 1).

Inserting n = pτn0 = pγ−1n0 we get that µ is divisible by pγ−1 and (n0, p − 1).
Now we find ξ such that

nξ ≡ µ mod pv−1(p− 1)

so that xk ≡ m mod pv.
We turn to the case p = 2. This case is slightly different due to the usual

complications. But the idea is similar. Note that if n is odd (i.e. τ = 0), then
there is no problem, since every odd m is a nth power modulo 2v.

Suppose that τ ≥ 1. In particular, since n is even we have xn ≡ 1 mod 4 for all
x. Further, 5 is a generating element (i.e. a primitive root) for the cyclic group
of residue classes modulo 2v with ≡ 1 mod 4. The order is 2v−2. We proceed as
earlier and write

m ≡ 5µ, y ≡ 5η, x ≡ 5ξ mod 2v.

We get that kη ≡ µ mod 2γ−2. Again we see that µ is divisible by 2τ = 2γ−2 so
that there is ξ with

kξ ≡ µ mod 2v−2.

The corresponding x fulfills the desired congruence. �

Lemma 6.11. If the congruence

xn1 + . . .+ xnk ≡ m mod pγ

has a solution with x1, . . . , xk not all divisible by p, then χ(p) > 0.

Proof. Suppose

an1 + . . .+ ank ≡ m mod pγ and p - a1

Let v > γ and observe that we can choose x2, . . . , xk in p(v−γ)(k−1) ways such that

xj ≡ aj mod pγ, 0 < xj ≤ pv for all 2 ≤ j ≤ k.

The upshot is, that by the previous result we can choose 0 < x1 ≤ pv such that

xn1 ≡ m− xn2 − . . .− xnk mod pv.

Since we have so many choices for x2, . . . , xk we get

M(pv) ≥ p(v−γ)(k−1) = Cpp
v(k−1).
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But Cp = p−γ(k−1) is positive and independent of v. We use this to obtain

χ(p) = lim
v→∞

M(pv)p−v(k−1) ≥ Cp > 0.

�

Lemma 6.12. If k ≥ 2n for n odd or k ≥ 4n for n even, then χ(p) > 0 for all
primes p and all m.

Proof. We need to solve the congruence

xn1 + . . .+ xnk ≡ m mod pγ. (11)

If p | m we replace this congruence by

xn1 + . . .+ xnk−1 + 1n ≡ m mod pγ.

In this case we simply replace m by m− 1 and k by k − 1. We have reduced the
problem to solve the congruence (11) for k ≥ 2n− 1 (resp. k ≥ 4n− 1 when n is
even) and (m, p) = 1.

We start with the generic cases p 6= 2. There are φ(pγ) congruences classes
0 < m < pγ with (p,m) = 1. Let k(m) denote the least k for which the congruence
(11) is soluble. We observe that if m ≡ znm′ mod pγ, then k(m) = k(m′). We
group the numbers m together by the value of k(m):

Mi = {0 < m < pγ : (m, p) = 1, k(m) = i}.

Note that if Mi 6= ∅, then we have ]Mi ≥ ]{zn mod pγ : (z, p) = 1}. We can
explicate this lower bound as follows. Put z ≡ gζ mod pγ and a ≡ gα mod pγ.
Here g is again a primitive root. Observe that zn ≡ a mod pγ is soluble if and only
if α is divisible by pτ (n, p− 1). Taking all the distinct values for α mod pτ (p− 1)
into account we find that

]{zn mod pγ : (z, p) = 1} =
pτ (p− 1)

pτ (n, (p− 1))
=

p− 1

(n, p− 1)
=: r.

We enumerate

M1 = {m(1)
1 < . . . < m(1)

r1
} and M2 = {m(2)

1 < . . . < m(2)
r2
}.

Note that M1 contains exactly all nth powers and is non-empty. Further r1, r2 ≥ r.
We claim that Mj or Mj+1 is non-empty. To see this we take the smallest m′

with (m′, p) = 1 that is not contained in M1 ∪ . . . ∪Mj−1. Then m′ − 1 or m′ − 2
is not divisible by p. By minimality there is 1 ≤ i ≤ j − 1 such that m′ − 1 or
m′ − 2 is in Mi. By writing

(m′ − 1) + 1n or (m′ − 2) + 1n + 1n

we see that k(m′) ≤ j + 1. Again by assumption we see that Mj or Mj+1 must be
non-empty as claimed.
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Suppose Ml is the last non-empty set. (of course only finitely many of these
sets can be non-empty!) Then at least 1

2
(l − 1) of the first l − 1 sets are non-

empty. Including Ml this makes 1
2
(l + 1) non-emoty sets, each containing at least

r elements. We get
1

2
(l + 1)r ≤ φ(pγ) = pτ (p− 1).

If we can show l ≤ 2n− 1, then we are obviously done. But this an easy task:

l + 1 ≤ 2pτ (p− 1)

r
= 2pτ (n0, p− 1) ≤ 2n.

We turn towards the exceptional case p = 2. Again we observe that for odd n
there is really nothing to do. Thus we suppose τ ≥ 1. Without loss of generality
we can assume that 0 < m < 2γ. Assuming k ≥ 2γ − 1 we can write down the
explicit solution xi = 1 for 1 ≤ i ≤ m and xi = 0 for i > m. We are done since

2γ − 1 = 2τ+1 − 1 ≤ 4n− 1.

�

We follow the notation of Hardy-Littlewood and set Γ(n) (not to be confused
with the Γ-function) to be the least number of variables k such that the congruence

is soluble for all p and all m. We have seen so far, that

Γ(n) ≤

{
2n if n is odd,

4n if n is even.
(12)

We are now ready to establish the following important theorem.

Theorem 6.13. If k ≥ 2n + 1, then

S(m) ≥ C1(n, k) > 0 for all m.

Proof. We have seen by Corollary 6.8 that it suffices to show that χ(p) > 0 for all
p ≤ p0. But by (12) we have 2n + 1 ≥ Γ(n) for n > 2. However, according to
Lemma 6.12 this suffices to conclude χ(p) > 0 for all p. �

Note that our problem is, that we only established absolute convergence for
S(m) when k ≥ 2n + 1. We will spend the remainder of this section improving
this. We will need a series of lemmata.

Lemma 6.14. If p - a and δ = (n, p− 1), then

|Sa,p| ≤ (δ − 1)p
1
2 .

Proof. Since xn ≡ m mod p has the same number of solutions as xδ ≡ m mod p.
We get

Sa,p =
∑

x mod p

e

(
a

p
xδ
)
.
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Given a primitive character χ modulo p of order δ we observe that

]{x mod p : xδ ≡ t mod p} = 1 + χ(t) + . . .+ χδ−1(t).

This is a well known generalisation of the well known quadratic case. With this
at hand we write

Sa,p =
δ−1∑
l=0

∑
x mod p

χl(x)e(
a

p
x)︸ ︷︷ ︸

=G(a,χl)

.

Here we interpret χ0 = 1 as the constant 1 function on Z. (This is a slight abuse
of notation!) Since (a, p) = 1, we have G(a, 1) =

∑
x mod p e(

a
p
x) = 0 by character

orthogonality. We get

Sa,p ≤ (δ − 1) max
1≤l≤δ−1

|G(a, χl)|.

It is a classical result due to Gauß that |G(a, χl)| =
√
p as long as χl is non-

principal. We repeat the standard argument for completeness.
We write ψ for any non-principal character modulo p. (The argument works for

primitive characters of any modulus!) Consider

|G(a, ψ)|2 =
∑
x,y

ψ(x)ψ(y)e

(
a

p
(x− y)

)
=
∑
x

∑
06=y

ψ(x)e

(
ay

p
(x− 1)

)
.

Note that ∑
06=y

e

(
ay

p
(x− 1)

)
=

{
p− 1 if x = 1,

−1 else.

This is seen by artificially inserting y = 0 and applying character orthogonality.
We have

|G(a, ψ)|2 = pψ(1)−
∑
x6=1

ψ(v) = p.

We are done after taking the square root. �

Lemma 6.15. Suppose p - a and p - n. Then for 1 < v ≤ n we have

Sa,pv = pv−1,

and for v > n
Sa,pv = pn−1Sa,pv−n .

Proof. In the definition of Sa,pv we split the sum as follows:

Sa,pv =

pv−1∑
x=0

e(
a

pv
xn) =

∑
0≤z<pv−1

∑
0≤y<p

e(
a

pv
(ypv−1 + z)n).
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Note that
(ypv−1 + z)n ≡ zn + npv−1zn−1y mod pv.

We obtain

Sa,pv =
∑

0≤z<pv−1

e(
azn

pv
)
∑

0≤y<p

e(
anzn−1y

p
).

Note that by assumption p - an. Thus the inner sum vanishes unless z ≡ 0 mod p.
Thus we write z = pw and get

Sa,pv = p

pv−2−1∑
w=0

e(
awn

pv−n
).

First, if v ≤ n, then we are just summing ones and get Sa,pv = pv−1. Otherwise we
observe that we are summing a function of period pv−k. The claimed result follows
at once. �

Lemma 6.16. If p | n we still have

Sa,pv = pn−1Sa,pv−n .

for v > n.

Proof. As earlier we write n = pτn0. We have

v ≥ pτn0 + 1 ≥ 2τ + 1 ≥ τ + 2.

We will follow the idea of the previous proof with slight modifications. In particular
we write

x = pv−τ−1y + z for 0 ≤ y < pτ+1, 0 ≤ z < pv−τ−1.

Suppose we have
xn ≡ zn + npv−τ−1zn−1y mod pv. (13)

Then we get

Sa,pv =

pv−τ−1−1∑
z=0

e(
azn

pv
)

pτ+1−1∑
y=0

e(
an0z

n−1y

p
).

Note that once again the inner sum vanishes unless z ≡ 0 mof p. Thus

Sa,pv = pτ+1

pv−τ−2−1∑
z=0

e(
azn

pv−n
) = pn−1Sa,pv−n .

The latter is what we claimed, so that it suffices to verify (13). The critical case
to consider is

(z + pv−τ−1y)p
τ ≡ zp

τ

+ pv−1zp
τ−1y mod pv.

Indeed raising this congruence to the power of n0 is no problem.
Putting λ ≥ v − τ − 1 we need to establish

(z + pλy)p
τ ≡ zp

τ

+ pλ+τzp
τ−1y mod pλ+τ+1.
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We will continue by induction on τ .
The starting point is τ = 1. In this case we have λ ≥ 1 + δp=2. The critical term

is the last term in the binomial expansion of (z + pλy)p, which is pλpyp. But we
have λp ≥ λ+ 2 under the hypothesis in place.

We continue the induction step. For y1 ≡ y mod p we have

(z + pλy)p
τ

= (zp
τ−1

+ pλ+τ−1zp
τ−1−1y1)p

≡ zp
τ

+ pλ+τzp
τ−1y1 mod pλ+τ+1

≡ zp
τ

+ pλ+τzp
τ−1y mod pλ+τ+1.

This holds true by assumptions on λ and we are done. �

Lemma 6.17. For (a, q) = 1 we have

Sa,q �n q
1− 1

n .

Proof. By multiplicativity established earlier it is enough to consider q = pv. Write
T (a, pv) = p−v+ v

n |Sa,pv |. We need to show that T (a, pv) is bounded independently
of pv. We have seen above that for v > n we have

T (a, pv) = T (a, pv−n).

Applying this repeatedly allows us to assume that v ≤ n. Also note that

T (a, p)�n np
1
2p−(1− 1

n
) ≤ np−

1
6 .

Further, if p - n we get

T (a, pv) ≤ pv−1p−v(1− 1
n

) ≤ 1 for 1 < v ≤ n.

Thus T (a, pv) ≤ 1 except when v = 1 and p ≤ n6. But these are finitely many
cases (their number only depending on n) and we can treat them trivially. �

Theorem 6.18. The singular series S(m) and the product
∏

p χ(p) are absolutely
convergent if k ≥ 2n+ 1 and we have

S(m) ≥ C1(n, k) > 0 (14)

if k ≥ 2n+ 1 if n is odd or k ≥ 4n otherwise.

Proof. This is proved precisely as Theorem 6.13 using our improved bound on
Sa,q. �

6.3. Conclusion. Combining the results from this section we obtain the following
theorem.

Theorem 6.19. Every sufficiently large number can be written as the sum of k
positive integral nth powers for k ≥ 2n + 1.
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Proof. By Theorem 6.5 we have an asymptotic expansion for the representation
numbers rk(m). Since by Theorem 6.13 the singular series appearing in the main
term is positive. Thus, for sufficiently large m we have rk(m) 6= 0, which proves
the theorem. �

Thus we have established a new version of Hilbert’s theorem using analytic tools.
The upshot is, that for large m this approach even provides an asymptotic formula
for the representation numbers and thus gives a lower bound for the number of
variables necessary. (Hilbert’s and probably also Linnik’s approach can be made
explicit to give a lower bound for the number of variables, but this lower bound
will be much worse than what we obtained so far.)

The situation at hand is an adventure playground for analytic number theorists.
The game being to improve the number of variables needed. To quantify progress
we define the following numbers:

• We write g(n) for the least positive integer k such that rk(m) > 0 for all m;
• We write G(n) for the least positive integer k such that rk(m) > 0 for all

sufficiently large m;
• We write G1(n) for the least positive integer k such that rk(m) > 0 for
m ∈ N \ E, where E is an exceptional set of natural density 0. (I.e. ]{n ∈
E : n ≤ N} = o(N).)

Of course G1(n) ≤ G(n) ≤ g(n). In general G(n) < g(n) as we will see later. A
natural lower bounds for G1(n) is given by Γ(n). This gives a general congruence
obstruction, which makes the singular series vanish for a positive proportion of all
m. Hardy-Littlewood classified all types of n for which Γ(n) > n.

7. Waring’s problem for 3rd powers

As an example we consider the three number g(3), G(3) and G1(3). We are
going to sketch the arguments to prove the following 3 results

g(3) = 9, G(3) ≤ 7 and G1(3) = 4.

Theorem 7.1 (Wieferich, Kemper). We have g(3) = 9.

All proofs I am aware of require some numerical computations as input. We will
leave this to the reader.

Note that this result pre-dates the influential papers of Hardy-Littlewood. We
follow the argument of Wieferich (1909). However it should be noted that Wieferich
had to argue slightly more carefully since there were no powerful numerical devices
at the time. They relied on tables of representations of numbers as cubes which
were very limited. Indeed, Wieferich’s proof had a small gap, which was later fixed
by Kemper (1912).

Proof. First note that the number 23 (as well as 239) can not be written as a sum
of less than 9 cubes. Thus g(3) ≥ 9.
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Suppose z > 7, 4 · 515. We assume that the claim can be checked for all smaller
z using a computer.3 Then there is v ≥ 5 such that

7, 4 · 53v < z ≤ 7, 4 · 53v+3.

We write zα = z − α3, for some positive integer α. Note that if zα ≥ 0, then
α ≤ 3
√

7, 4 · 5v+1. Note that

zα−1 − zα = 3α2 − 3α + 1 ≤ 3α2 ≤ 3 3
√

7, 42 · 52v+2.

We define τ so that

3 3
√

7, 42 · 52v+2 = τ53v i.e. τ =
3 3
√

7, 42

5v−2
� 284, 8 · 5−v.

Since v ≥ 5 > 3 we have τ < 2, 3. Thus we find α such that

7, 4 · 53v ≤ zα < (7, 4 + 2, 3) · 53v and 7, 4 · 53v ≤ zα < zα−1 ≤ 12 · 53v.

We take α′ ∈ {α, α − 1} such that 5 - zα′ . (This can be achieved since for 5 - α
we have 5 - (3α2 − 3α + 1), which can be seen by computing modulo 5.) Now we
let β run through a reduced system of representatives modulo 5v. Then there is β
such that β3 ≡ zα′ mod 5v. We rewrite this as

Zβ = zα′ − β3 = 5v ·M.

We obviously 6, 4 · 53v < zα − β3 < 12 · 53v. This yields 6, 4 · 52v < M < 12 · 52v.
We put

M = 6 · 52v +M1 in particular 0, 4 · 52v < M1 < 6 · 52v.

Now take ε ∈ {0, 1, 2} such that v + ε ≡ 0 mod 3. We now claim that we can
choose γ such that

M1 = 5ε · γ3 + 6 ·M3 for M3 6= 4η(8n+ 7).

Here we cheat again. Indeed we observe that it is enough to consider M1 ≡
θ mod 96. Thus for the finitely many cases ε = 0, 1, 2 and θ = 0, . . . , 95 one has
to choose γ such that M3 is not of the forbidden shape. This can again be done
numerically.4 One actually can do so for γ ≤ 22. Thus we note that for v ≥ 5
(this is not true for v ≤ 4) that

0, 4 · 52v ≥ 52 · 223 ≥ 5εγ3,

so that M3 is positive. We have

0 < M3 < 52v.

3I didn’t check this myself and it was certainly not possible in 1909. Thus there were further
reductions necessary for small z.

4Wieferich did all the cases by hand and includes corresponding tables in his paper.
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We now observe the identity

3∑
i=1

[
(A+ xi)

3 + (A− xi)3
]

= A
[
6A2 + 6(x2

1 + x3
2 + x2

3)
]
.

We now Legendre’s three-square theorem, which claims that M3, since it is not of
the form 4η(8n+ 7), can be written as the sum of 3 squares:

M3 = x2
1 + x2

2 + x2
3.

Thus, applying our identity with A = 5v we find that

6 · 53v + 6 · 5vM3 = y3
1 + . . .+ y3

6.

But now we insert everything and obtain

z = α3 + β3 + 5v ·M
= α3 + β3 + 5v+εγ3 + 6 · 53v + 6 · 5vM3

= α3 + β3 + (γ5
v+ε
3 )3 + y3

1 + . . .+ y3
6.

We count 9 cubes and (up to our omissions) the proof is complete. �

Theorem 7.2 (Linnik). We have G(3) ≤ 7.

Even before the arrival of the circle method Landau had shown G(3) ≤ 8.
(Showing that there are only finitely many numbers which need 9 cubes.) Linnik
improved this to G(3) ≤ 7 but one might even conjecture G(3) = 4.

Linnik’s original argument was quite complicated using some deep result on
representation numbers of quadratic forms. We instead follow the easier proof of
Watson. This proof is more closely related to Landau’s earlier argument and uses
some prime number theory, which we will use as black box.

Proof. We will use the following claim without proof: If X is sufficiently large and
k < log(X)100 with (k, l) = 1, then there is a prime p ≡ l mod k with X < p <
1, 01 ·X.5

Before we start the main argument we prove an elementary claim.
Claim: Let N be a positive integer and assume that there exist distinct primes
p, q, r such that

• p ≡ q ≡ r ≡ −1 mod 6;
• r < q < 1, 01 · r;
• 3

4
q18p3 < N < q18p3;

• N ≡ 3p mod 6p;
• 4N ≡ r18p3 mod q6;
• 2N ≡ q18p3 mod r6;

5This can be deduced form a suitable version of the Siegel-Walfisz theorem for primes in
arithmetic progressions.



THE CIRCLE METHOD AND WARING’S PROBLEM 51

then N is representable as the sum of six positive integral cubes.
To see this we first observe that the conditions ensure

(4q18 + 2r18)p3 < 8N < (4q18 + 8r18)p3.

Further we have the congruence

8N ≡ (4q18 + 2r18)p3 + 18q6r6p mod p6r6p.

One can check that both sides of this congruence are congruent 24 mod 48. Thus
we can strengthen the modulus to 48 · p6r6p. We therefore write

8N = (4q18 + 2r18)p3 + 18q6r6p+ 48q6r6p · u for 0 < 8u+ 3 < q−6r12p2.

Now write 8u + 3 = x2
1 + x2

2 + x2
3 by Legendre’s three square theorem. We have

the obvious bounds xi ≤ q−3r6p. We conclude by writing

8N = (4q18 + 2r18)p3 + 6q6r6p(x2
1 + x2

2 + x2
3)

=
2∑
i=1

[
(q6p+ r3xi)

3 + (q6p− r3xi)
3
]

+ [(r6p+ q3x3)3 + (r6p− q3x3)3].

We are done since 8 = 23 and all terms on the right hand side are even and positive.
(Note that this is a similar idea we have seen earlier!)

We turn towards the proof of the theorem. Let n be sufficiently large. We claim
that there are primes r, q less log(n)2 such that q ≡ r ≡ −1 mod 6, r < q < 1, 01 ·r
and (qr, n) = 1. This can also be shown using standard results from prime number
theory. (In particular a suitable Siegel-Walfisz theorem and a standard bound for
the number of prime factors of n.)

Now we write X = n
1
3 q−6. Every number co-prime with q · r is congruent to a

cube modulo q6 and r6, we can find a number l such that

4n ≡ r18l3 mod q6 and 2n ≡ q18l3 mod r6.

Now we apply our first claim (note that if n is large enough so is X) to find a
prime p with

p ≡ −aq6r6 + lb6r6 + lc6q6 mod 6q6r6 and X < p < 1, 01 ·X.
for suitable a, b, c. This constructions ensures that

4n ≡ r18p3 mod q6, 2n ≡ q18p3 mod r6 and p ≡ −1 mod 6.

Finally we choose an integer t so that

t3 ≡ n− 3p mod 6p, t ≡ 0 mod q2r2 and 0 < t ≤ 6pq2r2.

This is certainly possible, since every number is congruent to a cube modulo 6p.
But now we are done, since N = n− t3 satisfies all the assumptions from the claim
above and can thus be written as a sum of 6 (integral positive) cubes.

�

Theorem 7.3 (Davenport). We have G1(3) = 4.
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Here we follow Davenport’s original treatment (see [Da1]), which uses a variation
ot the circle method. The proof will take us a while and we first establish several
lemmata.

However, before we start lets observe that every cube is congruent 0, 1 or −1
modulo 9. Thus the sum of 3 cubes can not be congruent 4 or 5 modulo 9. This
already shows G1(3) > 3. To derive upper bounds is the hard part.

We introduce the following notation:

T (α) =
∑

P≤x≤2P

e(αx3),

T1(α) =
∑

P
4
5≤x≤2P

4
5

e(αx3) and

V (α) = T (α)2T1(α)2 =
∑
n

ρ(n)e(nα).

Note that here

ρ(n) = ]{w3 + x3 + y3 + z3 = n : P ≤ w, x ≤ 2P and P
4
5 ≤ y, z ≤ 2P

4
5}.

We need some further notions, some of which we have seen earlier:

I(β) =
1

3

∑
P 3≤n≤(2P )3

n−
2
3 e(βn), I1(β) =

1

3

∑
(P

4
5 )3≤n≤(2P

4
5 )3

n−
2
3 e(βn),

Sa,q =

q∑
x=1

e(
a

q
x3), A(n, q) = q−4

q∑
a=1,(a,q)=1

S4
a,qe(−

an

q
),

S(n) =
∞∑
q=1

A(n, q), S(R, n) =
R∑
q=1

A(n, q),

T ∗(α, a, q) = q−1Sa,qI(α− a

q
), T ∗1 (α, a, q) = q−1Sa,qI1(α− a

q
) and

V ∗(α, a, q) = (T ∗(α, a, q)T ∗1 (α, a, q))2 .

Recall that by Lemma 6.17 we had

Sa,q � q
2
3 .

Further we have seen in an exercise that, for n 6= 0 we have

Sa,n,q =

q∑
x=1

e(
a

q
x3 +

n

q
x)� q

2
3

+ε(n, q).

Lemma 7.4. If |β| ≤ 1
2
, then

I(β)� min(P, P−2|β|−1) and I1(β)� min(P
4
5 , P−

8
5 |β|−1).
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Proof. The first choice in the minimum is simply the trivial estimate. The second
one follows from ∑

n1<x≤n2

e(βn)� |β|−1

and partial summation. �

A direct consequence of this lemma are the estimates

T ∗(α, a, q)� q−
1
3 min(P, P−2|β|−1) and T ∗1 (α, a, q)� q−

1
3 min(P

4
5 , P−

8
5 |β|−1),

(15)
as long as α = a

q
+ β, where |β| ≤ 1

2
.

Lemma 7.5. For H ≥ 1, q ≤ H1−δ, β � q−1H−2−δ and n 6= 0, we have∫ H

0

e(βx3 − nx

q
)dx = − q

2πin

(
e

(
βH3 − nH

q

)
− 1

)
+O(qn−2H−δ).

Proof. We integrate by parts l-times. This yields∫ H

0

e(βx3−nx
q

)dx = − q

2πin

(
e(βH3 − nH

q
)− 1

)
−

l−1∑
h=1

( q

2πin

)h+1
[
e(−nx

q
)Dh(e(βx3))

]H
0

+
( q

2πin

)l ∫ H

0

e(−nx
q

)Dl(e(βx3))dx.

We write

Dh(e(βx3)) =
∑

1
3
h≤r≤h

c(r, h)βrx3r−he(βx3).

Using the assumptions we can estimate βrx3r−h � q−rH−r(2+δ)H3r−h � q−hH−hδ.
Therefore we can estimate

Dh(e(βx3))�h q
−hH−hδ.

Using these estimates the error term can be bounded by

l−1∑
h=1

(
q

|n|

)h+1

c1(h)q−hH−hδ +

(
q

|n|

)l
c1(h)q−lH1−lδ.

By choosing l large enough the result follows. �

Lemma 7.6. If α = a
q

+ β with q ≤ P 1−δ and |β| ≤ q−1P−2−δ, the

T (α) = T ∗(α, a, q) +O(q
2
3

+ε).

Further we have the estimate

T (α)� q−
1
3 min(P, P−2|β|−1).
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Proof. Splitting the summation in the definition of T (α) in congruence classes
modulo q yields

T (α) =

q∑
h=1

∑
P−h
q
≤m≤ 2P−h

q

e

((
a

q
+ β

)
(mq + h)3

)
=

q∑
h=1

e(
a

q
h3)

∑
P−h
q
≤m≤ 2P−h

q

e
(
β(mq + h)3

)
.

We will apply Poisson summation to the inner sum. For convenience we modify
the m-sum by counting the boundary terms with weight 1

2
. For this sum we get

∑
P−h
q
≤m≤ 2P−h

q

e
(
β(mq + h)3

)
=

∫ 2P−h
q

P−h
q

e(β(xq + h)3)dx+
∑

n∈Z\{0}

∫ 2P−h
q

P−h
q

e(β(xq + h)3 − nx)dx

= q−1

∫ 2P

P

e(βx3)dx+ q−1
∑

n∈Z\{0}

e(
nh

q
)

∫ 2P

P

e(βx3 − nx)dx.

We will use the approximation y−
2
3 e(βy) = n−

2
3 e(βn) +O(P−3) for n ≤ y ≤ n+ 1

and P 3 ≤ n ≤ (2P )3. We obtain∫ 2P

P

e(βx3)dx =
1

3

∫ (2P )3

P 3

y−
2
3 e(βy)dy = I(β) +O(1).

So far we have obtained

T (α) = T ∗(α, a, q) +
∑

06=n∈Z

q−1Sa,n,q

∫ 2P

P

e(βx3 − nx

q
)dx+O(1).

Applying the previous result to the integral in the n-sum we get

T (α) = T ∗(α, a, q)− 1

2πi

∑
0 6=n∈Z

n−1Sa,n,q

(
e(8βP 3 − 2nP

q
)− e(βp3 − nP

q
)

)
+O(

∑
n6=0

|Sa,q,n|n−2P−δ).

We can control the error term trivially:∑
n6=0

|Sa,q,n|n−2P−δ � q
2
3

+εP−δ
∞∑
n=1

n−2(n, q)� q
2
3

+ε.

The n-sum is treated differently. The first part of the sum (small n) is treated
trivially:

�
∑
n≤q2

n−1|Sa,q,n| �
∑
n≤q2

n−1q
2
3

+ε(n, q)� q
2
3

+ε. (16)



THE CIRCLE METHOD AND WARING’S PROBLEM 55

Finally we treat the remaining part:

e(8βP 3)
∑
|n|>q2

n−1Sa,q,ne(−
2n

q
P )− e(βP 3)

∑
|n|>q2

n−1Sa,q,ne(−
n

q
P )

= e(8βP 3)

q∑
h=1

e(
ah3

q
)

∞∑
n=q2+1

2i

n
sin(2π

n(h− 2P )

q
)

− e(βP 3)

q∑
h=1

e(
ah3

q
)

∞∑
n=q2+1

2i

n
sin(2π

n(h− P )

q
)

�
q∑

h=1

(
min(1, q−2‖h− 2P

q
‖−1) + min(1, q−2‖h− P

q
‖−1)

)
� q

2
3

+ε.

The claimed upper bound follows directly after inserting a previous estimate for
T ∗(α, a, q) and observing that q1+ε ≤ min(P, P−2|β|−1). �

As a direct consequence (replacing P by P
4
5 ) we obtain the following result

concerning T1(α).

Lemma 7.7. If α = a
q

+ β with q ≤ P
4
5

(1−δ) and |β| ≤ q−1P−
4
5

(2+δ), then

T1(α) = T ∗1 (α, a, q) +O(q
2
3

+ε).

Further we have the estimate

T1(α)� q−
1
3 min(P

4
5 , P−

8
5 |β|−1).

Recalling our original treatment of Waring’s problem it should appear natural
that we will use the Farey sequence together with the rational approximations to
T (α). In our case at hand the distinction between major and minor arcs will be
different.

Consider the full Farey sequence F = {a
q

: 0 < q ≤ P 2+δ, (a, q) = 1} ∩ [0, 1].

The Farey arc surrounding a
q
∈ F is given by

Aa,q = (
a+ a−
q + q−

,
a+ a+

q + q+

].

Here a−
q−
< a

q
< a+

q+
are 3 neighbouring Farey fractions in our sequence. These arcs

cover the interval [0, 1] (modulo 1). For α ∈ Aa,q we have

α =
a

q
+ β for − θ1q

−1P−2−δ ≤ β ≤ θ2q
−1P−2−δ,
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where θ1, θ2 ∈ [1
2
, 1]. We define

M =
⋃

q ≤ P
4
5

(1−δ), (a, q) = 1︸ ︷︷ ︸
Aa,q (17)

to be the major arcs and rename Ma,q = Aa,q in this case. The minor arcs are

m =
⋃

P
4
5 (1−δ)<q≤P 2+δ,

(a,q)=1

Aa,q (18)

A single minor arc is relabeled to be ma,q = Aa,q.
We need the following lemma for the major arcs.

Lemma 7.8. Under our current hypothesis we have∑
a,q

∫
Ma,q

|V (α)− V ∗(α, a, q)|2dα� P 3+ 2
3 .

Proof. Take α ∈Ma,q. By the lemmata above we have

T (α)− T ∗(α, a, q)� q
2
3

+ε and T (α), T ∗(α, a, q)� q−
1
3 min(P, P−2|β|−1).

Similarly we have

T1(α)− T ∗1 (α, a, q)� q
2
3

+ε and T1(α), T ∗1 (α, a, q)� q−
1
3P

4
5 .

Using this we conclude that

T (α)2T1(α)2 − T ∗(α, a, q)2T ∗1 (α, a, q)2

� q−
1
3

+εP
8
5 min(P, P−2|β|−1) + q−

1
3

+εP
4
5 min(P 2, P−4|β|−1).

Thus we can estimate∫
Ma,q

|V (α)− V ∗(α, a, q)|2dα� q−
2
3

+εP
16
5

∫ ∞
0

min(P 2, P−4β−2)dβ

+ q−
2
3

+εP
8
5

∫ ∞
0

min(P 4, P−8β−4)dβ

� q−
2
3

+εP
11
5 + q−

2
3

+εP
13
5 � q−

2
3

+εP
13
5 .

Summing this over all the arcs in question we get∑
a,q

∫
Ma,q

|V (α)− V ∗(α, a, q)|2dα� p
13
5

∑
q≤P

4
5 (1−δ)

q
1
3

+ε � P 3+ 7
15 .

The result follows at once. �

Before we can estimate the minor arc contribution we need another preliminary
result.
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Lemma 7.9. If P 1−δ < q ≤ P 2+δ and |β| ≤ q−1P−2−δ, then

T (α)� P
3
4

+δ.

Further, if P
4
5

(1−δ) < q ≤ P
4
5

(2+δ) and |β| ≤ q−1P−
4
5

(2+δ), then

T1(α)� P
4
5

( 3
4

+δ).

Proof. We recall that Weyl’s bound reads
m∑
x=1

e(
ax3

q
)� (mq)ε(m

3
4 +mq−

1
2 +m

1
4 q

1
4 ).

We set Sm =
∑

1≤x≤m
1
3
e(ax

3

q
). For m ≤ 8P 3 we get

Sm � (Pq)ε(P
3
4 + Pq−

1
2 + P

1
4 q

1
4 )� P

3
4

+ 1
4
δ+ε.

With this at hand we can conclude the proof using partial summation as follows:

T (α) =

P2∑
n=P1

(Sn − Sn−1)e(βn)

=

P2∑
n=P1

Sn(e(nβ)− e((n+ 1)β))− SP1−1e(β(P1 − 1)) + SP2e(βP2)

� P
3
4

+ 1
4
δ+ε(P 3|β|+ 1).

The claim follows since P 3|β|−1 ≤ q−1P 1−δ ≤ q. �

We will also use the following counting result.

Lemma 7.10. The number of integral solutions of

x3
1 + y3

1 + z3
1 = x3

2 + y3
2 + z3

2

with

P ≤ x1, x2 ≤ 2P and P
4
5 ≤ y1, z1, y2, z2 ≤ 2P

4
5 .

Is bounded by O(P
13
5

+ε).

Proof. We first count solutions of the special shape x1 = x2. Thus we can choose
x1, y1, z1 freely in O(P

15
3 ) ways. Since there are at most O(P ε) solutions to m =

y3
2 + z3

2 we have in total O(P
15
3

+ε) solutions of this form.
For the rest of the argument we assume that x1 > x2 and write x2 = x and

x1 = x+ t. Inserting this parametrisation yields

3tx2 + 3t2x+ t3 + y3
1 + z3

1 = y3
2 + z3

2 .

Thee right hand side is not larger than 16P
12
5 , but the left hand side is greater

than 3P 2t. Thus we obtain the range 0 < t < 6P
2
5 for t.
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We write
r(m) = ]{P

4
5 ≤ y2, z2 ≤ 2P

4
5 : m = y3

2 + z3
2}

and

r(t,m) = ]{P
4
5 ≤ y1, z1 ≤ 2P

4
5 , P ≤ x ≤ 2P : 3tx2 + 3t2x+ t3 + y3

1 + z3
1 = m}.

We then are left to estimate

∑
0<t<6P

2
5

∑
m

r(m)r(t,m) ≤

(∑
t

∑
m

r(m)2

) 1
2

︸ ︷︷ ︸
�P 1+ε

·


∑
t

∑
m

r(m, t)2

︸ ︷︷ ︸
≤M


1
2

� P 1+εM
1
2 .

A key observation is that we can take M above to be the number of solutions to

3tx2
1 + 3t2x1 + t3 + y3

1 + z3
1 = 3tx2

2 + 3t2x2 + t3 + y3
2 + z3

2 ,

where we impose the usual restrictions upon t, xi, yi, zi.
To estimate M we first look again at the quasi-diagonal contribution y3

1 + z3
1 =

y3
2 + z3

2 . Choosing t, x1, y1, z1 freely and using the same trick as above shows that
this contribution is bounded by O(P 3+ε).

We turn to the solutions with y3
1 + z3

1 − y3
2 − z3

2 6= 0. Given any such yi, zi by
the divisor bound we see that there are only up to O(P ε) choice for t and x1− x2.
But having made these choices x1 + x2 and so x1 and x2 ae ultimately determined
as well. Thus the contribution of these solutions is at most O(P

16
5

+ε) and we find

that M = O(P
16
5

+ε). Inserting this estimate for M above completes the proof. �

We can now estimate the minor arcs.

Lemma 7.11. Under our current assumptions we have∫
m

|V (α)|2dα� P 4+ 1
10

+3δ.

Proof. We start by estimating the contribution of a minor arc ma,q with P
4
5

(1−δ) <
q ≤ P 1−δ. Here we use

T (α) ≤ q−
1
3 min(P, P−2|β|−1) and T1(α)� P

3
5

+δ.

We get∫
ma,q

|V (α)|2dα� q
−4
3 P 4( 3

5
+δ)

∫ ∞
0

min(P 4, P−8β−4)dβ � q−
4
3P

12
5

+4δ+1.

Summing over all such minor arcs gives a contribution � P 4+ 1
15

+4δ. Now we
consider the remaining denominators P 1−δ < q ≤ P 2+δ. On these arcs we use
T (α)� P

3
4

+δ. We can bound∫
m

|V (α)|2dα� P
3
2

+2δ

∫ 1

0

|T (α)T1(α)2|2dα + P 4+ 1
15

+4δ.
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The key observation is now that we can reverse the starting point of circle method
and recognise that the remaining α-integral counts the same solutions as does
Lemma 7.10. Inserting this result concludes the proof. �

We can now attack the analytic main part of the proof. We will setR = [P
4
5

(1−δ)].
In the following we reserve the capital letter A,Q for positive integers with Q ≤ R,
A ≤ Q and (A,Q) = 1.

Lemma 7.12. With our current hypothesis we have∫ 1

0

|
∑
Q

∑
A

′
V ∗(α,A,Q)|2dα� P 4− 8

15 .

Here the
∑′ indicates that if α is on the major arc Ma,q, then we omit the term

Q = q and A = a from the sum.

Proof. First we use (15) to estimate

V ∗(α,A,Q)� Q−
4
3P−4‖α− A

Q
‖−2P

8
5 .

Inserting this estimate above yields∫ 1

0

|
∑
Q

∑
A

V ∗(α,A,Q)|2dα�
∑
Q

∑
A

P−
24
5 Q−

8
3

∫
‖α− A

Q
‖−4dα

+
∑
Q1,Q2

∑
A1,A2

(A1,Q1)6=(A2,Q2)

P−
24
5 Q
− 4

3
1 Q

− 4
3

2

∫
‖α− A1

Q1

‖−2‖α− A2

Q2

‖−2dα.

We turn to the first sum, the diagonal contribution. Note that the integral is
taken over [0, 1) omitting the major arc MA,Q. Thus we can estimate∑

Q

∑
A

P−
24
5 Q−

8
3

∫
‖α− A

Q
‖−4dα� P−

24
5

∑
A

∑
Q

Q−
8
3

∫ ∞
1
2
Q−1P−2−δ

β−4dβ

� P−
24
5

∑
Q

Q ·Q−
8
3Q3P 3(2+δ)

� P 3+ 1
15

+3δ.

We turn to the off-diagonal. Here both major arcs MA1,Q1 and MA2,Q2 are
removed from the domain of integration. For any α we have

‖α− A1

Q1

‖ ≥ 1

2
‖A1

Q1

− A2

Q2

‖ or ‖α− A2

Q2

‖ ≥ 1

2
‖A1

Q1

− A2

Q2

‖.
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Without loss of generality we can assume that the first is the case. Since α is not
in the major arc MA2,Q2 we have

‖α− A2

Q2

‖ ≥ 1

2
Q−1

2 P−2−δ.

With this at hand the integral can be estimated by∫
‖α− A1

Q1

‖−2‖α− A2

Q2

‖−2dα� P 4+2δQ2
2‖
A1

Q1

− A2

Q2

‖−2.

Inserting this in the sum we get∑
Q1,Q2

∑
A1,A2

(A1,Q1)6=(A2,Q2)

P−
24
5 Q
− 4

3
1 Q

− 4
3

2

∫
‖α− A1

Q1

‖−2‖α− A2

Q2

‖−2dα

� P−
24
5

+4+2δ
∑
Q1,Q2

∑
A1,A2

(A1,Q1)6=(A2,Q2)

Q
2
3
1Q

8
3
2

〈A1Q2 − A2Q1〉2
.

Here 〈A1Q2−A2Q1〉 denotes the absolutely least residue of A1Q2−A2Q1 modulo
Q1Q2. Now if Q1, Q2 are fixed and we have 〈A1Q2 − A2Q1〉 = n, then A1, A2 are
determined uniquely. Thus we can finish our estimate as follows:∑

Q1,Q2

∑
A1,A2

(A1,Q1)6=(A2,Q2)

P−
24
5 Q
− 4

3
1 Q

− 4
3

2

∫
‖α− A1

Q1

‖−2‖α− A2

Q2

‖−2dα

� P−
24
5

+4+2δ
∑
Q1

Q
2
3
1

∑
Q2

Q
8
3
2

∞∑
n=1

n−2 � P 4− 8
15 .

�

Lemma 7.13. We have∫ 1

0

|V (α)−
∑
Q

∑
A

V ∗(α,A,Q)|2dα� P 4+ 1
10

+3δ.

Proof. When α lies on the major arc Ma,q we estimate

|V (α)−
∑
Q

∑
A

V ∗(α,A,Q)| ≤ |V (α)− V ∗(α, a, q)|+ |
∑
Q

∑
A

′
V ∗(α,A,Q)|.

If α is on a minor arc we simply use

|V (α)−
∑
Q

∑
A

V ∗(α,A,Q)| ≤ |V (α)|+ |
∑
Q

∑
A

′
V ∗(α,A,Q)|.

All the so obtained pieces can be estimated using previous results. Namely Lemma 7.8, 7.11
and 7.12. �
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Lemma 7.14. We have∑
n

(ρ(n)− ψ(n)S(P 2+δ, n))2 � P 4+ 1
10

+3δ,

where ψ(n) � P
3
5 for 3P 3 ≤ n ≤ 15P 3.

Proof. We set

ψ(n) =
1

81

∑
P 3≤n1,n2≤(2P )3

∑
(P

4
5 )3≤n3,n4≤(2P

4
5 )3

n=n1+n2+n3+n4

(n1n2n3n4)−
2
3 .

According to our definitions we have

I(α− A

Q
)2I1(α− A

Q
)2 =

∑
n

ψ(n)e((α− A

Q
)n).

Further unraveling the definitions yields

V ∗(α,A,Q) =
∑
n

Q−4(SA,Q)4ψ(n)e((α− A

Q
)n) (19)

and ∑
Q

∑
A

V ∗(α,A,Q) =
∑
n

ψ(n)S(P 2+δ, n)e(nα).

This yields∑
n

(ρ(n)− ψ(n)S(P 2+δ, n))2 =

∫ 1

0

∑
n1,n2

(ρ(n1)− ψ(n1)S(P 2+δ, n1))

· (ρ(n2)− ψ(n2)S(R, n2))e(α(n1 − n2))dα

≤
∫ 1

0

|V (α)−
∑
Q

∑
A

V ∗(α,A,Q)|2dα.

This can be estimated using the previous lemma and yields the first part of the
assertion.

We still need to consider the size of ψ(n). Suppose 3P 3 ≤ n ≤ 15P 3, then we
can choose n3, n4 arbitrarily. Further we note that n−n3−n4 ∼ P 3. Thus we can
also choose n2 in at least � P 3 ways. But then n1 is uniquely determined. Thus
we have

ψ(n)� P 3(P
12
5 )2
(
P 3 · P 3 · P

12
5 · P

12
5

)− 2
3 � P

3
5 .

The upper bound is seen similarly. �
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We now have to recall some facts about the singular series. Note that we already
know that A(n, q) � q−

1
3 . Further we have the multiplicativity A(n, q1q2) =

A(n, q1)A(n, q2) for (q1, q2) = 1. Recall that we already investigated the numbers

M(q) = ]{0 ≤ x1, . . . , x4 < q : x3
1 + . . .+ x3

4 ≡ n mod q}.
Note that from Lemma 6.9 it follows that

A(pl) =
M(pl)

p3l
− M(pl−1)

p3(l−1)
.

We will now require the corresponding primitive count:

N(pl) = ]{0 ≤ x1, . . . , x4 < pl, (x1, x2, x3, x4, p) = 1, x3
1 + . . .+ x3

4 ≡ n mod q}.
We need the following result, refining some of our earlier investigations. The

upshot of this modification is that one can show

N(pl) = p(l−γ)3N(pγ) for l ≥ γ, (20)

where γ = 2 if p = 2, 3 and γ = 1 otherwise.

Lemma 7.15. Write p3ρ+σ‖n where 0 ≤ σ ≤ 2. Set l0 = max(3ρ+ σ+ 1, 3ρ+ γ).
Then A(n, pl) = 0 if l > l0 and

χp(n) =
∞∑
v=0

A(n, pv) = p−3γN(pγ, 0)

ρ−1∑
v=0

p−v + p−ρ−3γN(pγ, np−3ρ).

In particular, if p - 6n, then A(n, pl) = 0 for l > 1.

A similar results holds for any s and any k but we will stick to the special case
at hand.

Proof. It suffices to show that p−3lM(pl, n) equals the claimed expression. Thus
given l > l0 we have to reduce the count of solutions to the congruence in question
to primitive solutions.

Write h3
1 + . . .+ h3

4 ≡ n mod pl. First note that not all hi are divisible by pρ+1.
Indeed if this were the case, then p3ρ+σ+1 would divide h3

1 + . . .+h3
4. (This is since

3ρ + σ + 1 ≤ 3ρ + 3.) But l ≥ l0 ≥ 3ρ + σ + 1, so that p3ρ+σ+1 | n. This is a
contradiction.

We divide the M(pl, n) solutions to the congruence in ρ + 1 classes as follows.
For 0 ≤ i ≤ ρ write Mi(p

l, n) for the number of solutions (h1, . . . , h4) for which
h3

1 + . . . + h3
4 ≡ n mod pl and pi || (h1, . . . , h4). Given a solution contributing to

Mi(p
l, n). Then we can write hv = piyv. Since 0 < l0 − 3ρ ≤ l − 3i we find that

y3
1 + . . .+ y3

4 ≡ p−3in mod pl−3i, 0 ≤ yv < pl−i and p - (y1, . . . , y4).

The correspondence (h1, . . . , h4)→ (y1, . . . , y4) is actually one to one and by count-
ing the possible quadruples (y1, . . . , y4) we get

Mi(p
l, n) = p8iN(pl−3i, p−3in).
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We combine this to

M(pl, α) =

ρ∑
i=0

p8iN(pl−3i, p−3in) = p3(l−γ)

ρ∑
i=0

p−iN(pγ, p−3in).

In the last step we inserted (20) which is possible since l − 3i ≥ l0 − 3ρ ≥ γ.
Since γ ≤ 3 we have γ + 3i ≤ 3 + 3i ≤ 3ρ for i < ρ. In particular pγ | p−3in. So

that in this case N(pγ, p−3in) = N(pγ, 0). Inserting this completes the proof. �

Lemma 7.16. We have N(pγ, n) > 0 for all n.

Proof. We first deal with the exceptional case p = 3. In particular 3γ = 9 and one
can exhibit solutions to the congruence explicitly. For example 13 + 83 + 03 + 03 ≡
0 mod 9 and more generally

13 + . . .+ 13︸ ︷︷ ︸
m times

+ 03 + . . .+ 03︸ ︷︷ ︸
(4−m) times

≡ m mod 9 (21)

for 1 ≤ m ≤ 4. The remaining m can be dealt with by replacing 1 by 8 on the left
hand side and m by −m on the right hand side.

The other exceptional case p = 2 is even easier, so that we can turn towards
p > 3, where γ = 1. We write r = (3, p − 1) ≤ 3. For p - n and we claim that
r-variables suffice to solve the congruence. In particular, by setting the remaining
variables we see that 3 variables suffice in this case.

We call n1, n2 ∈ Z/pZ equivalent if there x with is (x, p) = 1 such that x3n1 ≡
n2 mod p. This is indeed an equivalence relation and we claim that there are 1 + r
equivalence classes. The trivial class is obviously just 0. Thus we need to see that
there are r classes remaining. To see this we choose a primitive root of unity g, so
that

g0, g, . . . , gp−2

ganz (Z/pZ)× representieren. Note that gm1 ≡ gm2 mod p if and only if (p − 1) |
(m1 −m2). We will compute how many of the number g3m with 0 ≤ m ≤ p − 2
are distinct modulo p. But as remarked above this is detected by (p− 1) | 3(m1−
m2). But the latter is equivalent to m1 ≡ m2 mod p−1

(3,p/1)
. Thus each non-trivial

equivalence class has p−1
(3,p−1)

elements. Therefore there are (3, p− 1) distinct non-

trivial classes as claimed.
Let 0 < n1 < . . . < nr < p be the first representative in each of the r non-

trivial equivalence classes. Obviously it is enough to show that the congruence
h3

1 + . . . + h3
i ≡ ni mod p has a solution for all i = 1, . . . , r. We continue by

induction. Of course n1 = 1 = 13. Now ni+1 − 1 is (by minimality) in a class
[nj] with 1 ≤ j ≤ i. Thus there is x such that (ni+1 − 1) = x3nj. By induction
hypothesis we can write

ni+1 ≡ 13 + x3(h3
1 + . . .+ h3

j) mod p

and we are done.
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Finally, if p | n, we can write n− 1 ≡ y3
1 + . . .+ y3

3 mod p. But then

n ≡ y3
1 + . . .+ y3

3 + 13 mod p.

�

Lemma 7.17. For any p and any n we have

χp(n) ≥ p−6.

Proof. If p3 - n, then we have seen earlier that

χp(n) = p−3γN(pγ, n) ≥ p−3γ ≥ p−6.

Similarly, if p3 | n, we get the lower bound

χp(n) ≥ p−3γN(pγ, 0) ≥ p−3γ ≥ p−6.

�

Lemma 7.18. For any prime p we have the estimate

A(n, p)�

{
p−

3
2 if p - n,

p−1 if p | n.

Furthermore,

χp(n)− 1� p−
3
2 for p - n

and χp(n) > 1− Cp−1 if p | n.

Proof. The bounds on χp(n) follow from the bounds on A(n, p) by taking into
account when the sum defining χp(n) terminates. (Some cases need to be distin-
guished but this is not difficult.)

If p | n we simply conclude using the previously established bound |Sa,q| ≤
(δ − 1)

√
p ≤ 2

√
p and trivial estimates.

Finally, if p - n, we recall that we have seen before that

A(p, n) = p−4

p−1∑
r=1

e(−rn
p

)(
∑
ψ

ψ(r)τ(ψ))4,

where the ψ-sum runs over non-principal characters whose 3rd power is principal.
The bound follows by opening the 4th power, taking the r-sum inside to find
another Gauß sum and using standard estimates for Gauß sums. �

Lemma 7.19. The series S(n) is absolutely convergent and satisfies

S(n)� log log(n)−O(1).

Furthermore, ∑
q≥η

A(n, q)� η−
1
6nε.
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Proof. Absolute convergence follows directly from the estimates given in the pre-
vious lemma. To obtain the lower bound we compute

S(n) =
∏
p

χp(n) >

(∏
p≤2C

p−6

) ∏
p>2C,
p-n

(1− Cp−
3
2 )


 ∏
p>2C,
p|n

(1− Cp−1)


�
∏
p|n

(1− p−1)O(1) � log log(n)−O(1).

We still have to show the upper bound on the tails of the singular series. Given
q we write q = q′q3 for (q′, 6) = 1 and q3 | 6∞. We further write q′ = q1q2 by
defining q2 = q′/q1 and p | q1 if and only if p‖q′. Of course q = q1q2q3 and the qi’s
are pairwise co-prime.

If pl‖q2, then p > 3 and l > 1. Thus A(n, pl) = 0 if l > l0 = 3ρ+σ+1. Therefore
A(n, pl) 6= 0 implies l ≤ 3ρ + σ + 1, so that pl−1 | n. This in turn implies pl | n2

and q2 | n2.
We will use the bounds

A(n, qi)� q
− 1

3
i for i = 2, 3.

The q1 part can be estimated differently:

A(n, q1)� q
− 3

2
+ε

1 (n, q1)
1
2 .

With this at hand we are ready to estimate∑
q≥η

A(n, q)�
∑

q1q2q3≥η,
q2|n2

q
− 3

2
+ε

1 (n, q1)
1
2 (q2q3)−

1
3 � η−

1
6

∑
q1,q2,q3,
q2|n2

q
− 4

3
+ε

1 (n, q1)
1
2 (q2q3)−

1
6 .

We are done after inserting the estimates∑
q2|n2

q
− 1

6
2 ≤ d(n2)� nε,

∑
q3

q
− 1

6
3 ≤ (1− 2−

1
6 )−1(1− 3−

1
6 )−1 � 1 and

∑
q1

q
− 4

3
+ε

1 (n, q1)
1
2 �

∑
d|n

d
1
2

∞∑
r=1

(rd)−
4
3

+ε � d(n)� nε.

�

Lemma 7.20. We have∑
3P 3≤n≤15P 3

(ψ(n)S(P 2+δ, n)− ψ(n)S(n))2 � P 4.
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Proof. Note that ψ(n)� P
3
5 . The result follows directly from

S(n)−S(P 2+δ, n) =
∑

q>P 2+δ

A(n, q)� P−
1
6

(2+δ)P ε.

�

We are now finally ready to proof the main result of this section.

Proof of Theorem 7.3. Let E(N) denote the number of positive integers less than
N that are not representable as sum of four positive integral cubes. We aim to
show that

E(N)� N1− 1
30

+4δ.

Set P = (1
5
N)

1
3 . This choice is made so that 3P 3 < N < 2N < 15P 3. Thus we

get ∑
N<n≤2N

(ρ(n)− ψ(n)S(n))2 � P 4+ 1
10

+3δ.

Of course we have ρ(n) = 0, when n contributes to the count of E(2N). For such
an n with N < n ≤ 2N we have

(ρ(n)− ψ(n)S(n))2 = ψ(n)2S(n)2 � P
6
5 log log(P 3)−O(1) � P

6
5
−ε.

By assuming P to be large and making ε smaller if necessary we can assume that
the implicit constant is 1. We can now conclude that

E(2N)− E(N) ≤ P−
6
5

+ε
∑

N<n≤2N

(ρ(n)− ψ(n)S(n))2 � P 3− 1
10

+3δ+ε � N1− 1
30

+4δ,

for N > N0. We now fix r0 such that 2r0+1 < N
N0

. A standard dyadic sum argument
yields

E(N)� N2−r0−1 +

r0∑
r=0

(
N

2r+1

)1− 1
30

+δ

� N1− 1
30

+δ, (22)

for 2r0 ≤ N
1
30 < 2r0+1 and N large enough. This concludes the proof. �

8. Decoupling and Vinogradov’s mean value theorem

We now change gear a little and discuss some very recent developments in the
intersection of harmonic analysis and number theory.

8.1. Harmonic Analysis and decoupling. We will discuss some ideas that ul-
timately lead to the infamous decoupling theorems that brought much progress to
harmonic analysis and number theory recently. Due to time and place constraints
we can not give full details. Most of the ideas are taken from a survey article of
L. Pierce on the topic (see [Pi]).
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8.1.1. From orthogonality, Littlewood-Paley theory and restriction problems. Let
H be a Hilbert space and (fi)i∈I a (finite) family of elements. By Cauchy-Schwarz
we have the estimate

‖
∑
i∈I

fi‖H ≤
√
]I

(∑
i∈I

‖fi‖2
H

) 1
2

.

We all know, that if the fi’s are orthogonal (i.e. 〈fi, fj〉H = 0 for i 6= j), then this
improves to

‖
∑
i∈I

fi‖H =

(∑
i∈I

‖fi‖2
H

) 1
2

.

Essentially we have already used this observation in the setting ofH = L2([0, 1]),
where the set fn(x) = e2πinx is a orthogonal sequence.

Example 8.1. For H = L2(Rn) we can choose (nice) disjoint sets (Ui)i∈I . If we

pick fi such that supp(f̂i) ⊂ Ui, then the functions fi are orthogonal. This follows
from the well known Plancherel theorem:∫

Rn
f(x)g(x)dx =

∫
Rn
f̂(x)ĝ(x)dx.

Building on this example we can take a function and dissect its Fourier trans-
form into pieces. This technique (Littlewood-Paley theory) yields a sequence of
orthogonal elements of L2(Rn). To be more precise we put

∆j(ξ) = 1Uj for Uj = B0(2j+1) \B0(2j).

Now we obtain the following operators

[Pjf ](x) = (∆j f̂)∨(x).

(Here f∨ denotes the Fourier Inversion.) The argument from the example shows
that the functions fj = Pjf are pairwise orthogonal. One sees that

‖(
∑
j

|Pjf |2)
1
2‖L2 = ‖f‖L2 .

It is a key inside that (at least for n = 1) we can salvage this equality to some
extend. Indeed we get

‖(
∑
j

|Pjf |2)
1
2‖Lp(R) �p ‖f‖.Lp(R) (23)

The deep Ball Multiplier Theorem due to C. Fefferman shows that we can not use
sharp cut-offs such as the functions ∆j in higher dimension. I.e. the upper and
lower bounds (23) fail (for general f) in Lp(Rn) with p 6= 2 and n > 1.

In the setting above we call the fi’s quasi orthogonal if (23) holds for all 1 < p <
∞. Quasi orthogonal families can for example be constructed (in all dimensions)
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by replacing the ∆i’s with smooth bumb function that are essentially concentrated
in the annulus Ui and are of rapid decay outside.

The construction above also makes it natural to study so called square-functions.
Say we have a family of operators Ti then the square function is the operator

f 7→

(∑
i

|Tif |2
) 1

2

.

Half of the content of (23) says that the square function (associated to the Uj) is
bounded in Lp.

At this point we will not define what we mean by a decoupling inequality but
we give some examples that feature de-coupling.

Example 8.2. Let (fi)i∈I be a family of functions such that there is N ∈ N such
that for each ξ:

]{i ∈ I : f̂i(ξ) 6= 0} ≤ N.

We write wi = supp(f̂i). Using Plancherel and Cauchy-Schwarz yields

‖
∑
i

fi‖L2 = ‖
∑
j

f̂j‖L2 ≤ ‖

(∑
i

|f̂i|2
) 1

2
(∑

i

1wi

) 1
2

︸ ︷︷ ︸
≤N

‖L2 .

We obtain the following l2 decoupling inequality for L2:

‖
∑
i

fi‖L2 ≤
√
N‖

(∑
i

|f̂i|2
) 1

2

‖L2 =
√
N

(∑
i

‖f̂i‖2
L2

) 1
2

=
√
N

(∑
i

‖fi‖2
L2

) 1
2

.

Example 8.3. Let fj(x) = e(j2x) for j ∈ {1, . . . , N}. We claim that these
functions satisfy the following l2 decoupling inequality for L4([0, 1]):

‖
N∑
j=1

e(j2x)‖L4 � N ε

(
N∑
j=1

‖e(j2x)‖2
L4

) 1
2

.

To see this we argue as follows. First observe that

‖
N∑
j=1

e(j2x)‖4
L4 = ]{1 ≤ x1, . . . , x4 ≤ N : x2

1 + x2
2 = x2

3 + x2
4}

by character orthogonality. If we choose x1, x2 freely, then there are up to N ε

possibilities for x3, x4. Thus

‖
N∑
j=1

e(j2x)‖4
L4 � N2+ε.
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But the right hand side can be computed to be(
N∑
j=1

‖e(j2x)‖2
L4

) 1
2

= N
1
2 .

This is because ∫ 1

0

|e(j2x)|4dx =

∫ 1

0

1dx = 1.

Let S ⊂ Rn be a compact smooth submanifold with induced Lebesgue measure
dσ. We say that (Lp, Lq) restriction holds for S if

‖f̂ |S‖Lq(S,dσ) �p,q,S ‖f‖Lp(Rn)

holds for every Schwartz-function f . There are many interesting phenomena re-
lated to these restriction problems, which we unfortunately don’t discuss here.

Let us define the restriction operator

RSf = f̂ |S.
We have the closely related extension operator

[ESg](x) =

∫
S

g(ξ)e(x · ξ)dσ(ξ).

(This is the inverse Fourier transform (gdσ)∨ along S) The point of these operators
is that one can formulate the restriction problem by saying

RS : Lp(Rn)→ Lq(S, dσ) or ES : Lq
′
(S, dσ)→ Lp

′
(Rn)

is bounded for 1/p + 1/p′ = 1 = 1/q + 1/q′. The main conjecture among these
lines is the so called restriction conjecture. We briefly state the adjoint form:

Conjecture 8.1. Let S be a compact C2 hypersurface in Rn with nonvanishing
Gaussian curvature at every point. Then for p′ > 2n

n−1
and q ≤

(
n−1
n+1

)
p′ we have

‖ESg‖Lp′ (Rn) �p,q,S ‖g‖Lq′ (S,dσ).

The number 2n
n−1

is called the restriction exponent.

The Tomas-Stein Restriction Theorem makes progress towards this conjecture.

(Instead of the restriction exponent only the Tomas-Stein exponent 2(n+1)
n−1

is reached.)
We now state a quite general framework in which one can consider decoupling

estimates. Later we specialise to more restricted, but still important cases.
Consider a compact smooth manifold S in Rn with associated measure σ. We

partition (or cover) S by caps τ of size δ. Given g : S → C we write gτ = 1τ · b for
the restriction of g to τ . An l2 decoupling result for Lp states that there exists a
critical index pc > 2 and some κ ≥ 2 such that

‖ESg‖Lp(B) �ε δ
−ε

(∑
τ

‖ESgτ‖2
Lp(B)

) 1
2
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for each ball B ⊂ Rn with radius δ−κ and for each 2 ≤ p ≤ pc.
The first (sharp) l2 decoupling result was shown for compact C2 hypersurfaces

S ⊂ Rn with appropriate curvature by Bourgain and Demeter. We are more
interested for a version concerning curves which will apply to Vinogradov’s mean
value theorem.

8.1.2. Decoupling for the moment curve. For n ≥ 2 and any interval J ⊂ [0, 1] we
define the moment curve

ΓJ = {(t, t2, . . . , tn) : t ∈ J} ⊂ Rn.

Given an integrable function g : [0, 1]→ C we define the extension operator

[EJg](x1, . . . , xn) =

∫
J

g(t)e(tx1 + t2x2 + . . .+ tnxn)dt.

Let B be a ball of radius 1 ≤ δ−n centered at x0 in Rn. We define the weight

wB(x) = (1 + |x− x0|δn)−E for E � n sufficiently large.

We work with the weighted Lp-norms:

‖f‖Lp(wB) =

(∫
Rn
|f(x)|pwB(x)

) 1
p

.

We use these weighted version as replacement for Lp(B). Indeed thinking of E
sufficiently large, there is essentially no weight outside of B.

Theorem 8.4 (l2 decoupling for Ln(n+1) for the moment curve in Rn). In the
notation above we have

‖E[0,1]g‖Ln(n+1)(wB) �ε,n δ
−ε

 ∑
J⊂[0,1],
|J |=δ

‖EJg‖2
Ln(n+1)(wB)


1
2

for all integrable g : [0, 1] → C. (Note that the implied constant is independent of
δ, B and g.)

We outline the originally proof by Bourgain-Demeter-Guth from the harmonic
analysis perspective. Note that there is a simplified argument due to Guo, Li,
Yung and Zorin-Kranich, which was inspired by the (nested) efficient congruencing
approach due to Wooley.

Proof (Outline): We write

‖E[0,1]g‖Lp(wB) ≤ Vp,n(δ)

 ∑
J⊂[0,1],
|J |=δ

‖EJg‖2
Lp(wB)


1
2

, (24)
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so that we need to show Vp,n(δ)�ε,n δ
−ε for p = pn = n(n+ 1).

Step 1 (Initial reductions). We start with some basic reduction steps and easy
cases.
Claim 1.a It is enough to show Vp,n(δ) �n,ε δ

−ε for all p < pn sufficiently close
to the critical case. To see this one first shows

‖EJg‖Lpn (wB) � ‖EJg‖Lp(wB) for every 1 ≤ p < pn.

This is non-trivial and it uses that EJg is frequency localised. (Ideas related to a
Bernstein inequality are necessary.) With this at hand we assume (24) is known
for p. We apply Hölder with q = pn

p
> 1 to see(∑

J

‖EJg‖2
Lp(wB)

) 1
2

� ‖1[0,q]‖Lpq′ (wB)

(∑
J

‖EJg‖2
Lpn (wB)

) 1
2

.

The idea is that pq′ = ppn
pn−p goes to infinity as p approaches pn. Thus by taking p

close enough to pn we can easily control the contribution of ‖1[0,q]‖Lpq′ (wB).
Claim 1.b Decoupling is translation and dilation invariant. This relies on a tricky
affine change of variables and instead of giving any details we only state this more
precisely. Suppose (24) is known. Then we have the following. For any 0 < δ ≤ 1,
any 0 < ρ ≤ 1 and every interval I of length δρ we have

‖EIg‖Lp(wB) ≤ Vp,n(δ1−ρ)

∑
J⊂I,
|J |=δ

‖EJg‖2
Lp(wB)


1
2

.

Note that the ball B still has radius δ−n.
Claim 1.c For every 0 < δ ≤ 1 and for any interval I, and for any ball B of
radius δ−1 in Rn we have

‖EIg‖L2(wB) �

∑
J⊂I,
|J |=δ

‖EJg‖2
L2(wB)


1
2

for a dissection of I into subintervals J of length δ. (In other words, V2,n(δ)� 1.)
This can be reduced to the case where we replace the weight wB on the left

hand side by the sharp cut-off 1B and the weight wB on the left hand side by
ηB(x) = η((x − x0)R−1). Here η is chosen such that the Fourier transform of

√
η

is supported in a small neighborhood of the origin. We also assume that η(x) ≥ 1
on the unit ball centered at 0. With this choice made we observe that

‖EIg‖2
L2(B) � ‖EIg‖2

L2(ηB) = ‖√ηBEIg‖2
L2(R) = ‖

∑
J

√
ηBEJg‖2

L2(Rn).
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As in our example at the beginning we now want to show that the Fourier trans-
forms of

√
ηBEJig, i = 1, 2 have disjoint support as soon as J1 and J2 are distinct

and non-adjacent. If we know this we obtain the result by an almost orthogonality
result that we have already seen. But this support property can be shown using
the convolution theorem (for Fourier transforms) and the construction of η (and
of course the extension operator EJg).

Step 2 (Controlling linear decoupling by multilinear objects). We first
need to define the multilinear decoupling parameter, which will play a key role
here.

Let M and K be sufficiently large (in terms of n) parameters. Further take
n ≥ 2, 2 ≤ p < pn and 0 < δ ≤ 1 as usual. Define Vp,n(δ,K) to be the smallest
positive real number such that for every collection I1, . . . , IM of pairwise non-
adjacent intervals of the form [i/K, (i + 1)/K] and all balls B of radius δ−n we
have

‖

(
M∏
j=1

EIig

) 1
M

‖Lp(wB) ≤ Vp,n(δ,K)

 M∏
j=1

 ∑
J⊂Ij ,|J |=δ

‖EJg‖2
Lp(wB)

 1
2


1
M

,

for every g : [0, 1]→ C.
Claim 2.a Linear decoupling implies multilinear decoupling. In other words,
Vp,n(δ,K) ≤ Vp,n(δ). This claim relies on two simple facts. First, by Hölder
we have

‖

(
M∏
j=1

EIig

) 1
M

‖Lp(wB) ≤
M∏
j=1

(
‖Eijg‖Lp(wB)

) 1
M (25)

Second, we put g =
∑M

j=1 gj, where gj is supported on Ij. Since the intervals are
non-adjacent and distinct we have

EIjg = E[0,1]gj.

Thus we can apply linear decoupling to each factor, which gives the claim directly.
Claim 2.b Multilinear decoupling implies linear decoupling. To be more precise
one can show that there exist constants CK,p and ε(K) with limK→∞ εp(K) = 0
such that for 0 < δ ≤ 1 we have

Vp,n(δ) ≤ CK,pδ
−εp(K) sup

δ≤δ′<1
Vp,n(δ′, K).

Compared to the other implication discussed in Claim 2.a this is highly non-trivial.
The proof proceeds via induction on scales. In particular one combines clever
partition arguments, the arithmetic-geometric mean inequality and the rescaling
principle. We omit the details.
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Key Definition: We come to the definition of a key quantity. We start by
rescaling our weighted Lp-norm to:

‖F‖Lp] (wB) =

(
1

Vol(B)

∫
|F |pwBdx

) 1
p

.

It can be seen from the definitions, that this re-normalisation works well with
multilinear decoupling. For 1 ≤ t <∞ and q, r > 0 we set

Dt(q, B
r, g) =

 M∏
j=1

 ∑
Jj⊂Ij ,|Jj |=δ1

‖EJjg‖2
Lt](wBr )

 1
2


1
M

,

where Bu is a ball of radius δ−u. In this notation the definition of Vp,n(δ,K) reads:

‖

(
M∏
j=1

EIjg

) 1
M

‖Lp] (wBn ) ≤ Vp,n(δ,K)Dp(1, P
n, g).

The definition we want to make concerns an average of these quantities. For any
ball Br (of radius δ−r) and a finitely overlapping cover Bs(Br) of Br by balls Bs

(of radius δ−s) we define

Ap(q, B
r, s, g) =

 1

|Bs(Br)|
∑

Bs∈Bs(Br)

D2(q, Bs, g)p

 1
p

.

Claim 2.c We have the estimate:

‖

(
M∏
j=1

EIjg

) 1
M

‖Lp] (wBn ) � δ−
u
2Ap(u,B

n, u, g).

This follows from standard inequalities (Cauchy-Schwarz, Minkowski), a Bernstein
type property and some tricks to convert weights. We omit the details.
Claim 2.d If we can control the quantity Ap(q, B

r, s, g), then decoupling follows.
We will first explain what we mean by controlling Ap(. . .). To state this precisely
we define ηp ≥ 0 to be the unique real number such that

lim
δ→0

Vp,n(δ)δηp+σ = 0 and lim
δ→0

Vp,n(δ)δηp−σ =∞

for every σ > 0. We assume that the following holds:
Let n ≥ 3, 2 ≤ p < pn. Suppose that Theorem 8.4 is known for all dimensions

k ≤ n− 1. Then for every W > 0 and for every sufficiently small u > 0, we have
for every g : [0, 1] → Cn, every 0 < δ ≤ 1 and every ball Bn ⊂ Rn of radius δ−n

we have
Ap(u,B

n, u, g)�σ,ε,K,W δ−εδ−(ηp+σ)(1−uW )Dp(1, B
n, g), (26)

for every ε, σ > 0.
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Using this result, taking the supremum over g, (Ij)j and balls Bn in Claim 2.c,
and unraveling the definitions yields

Vp,n(δ,K)�σ,ε,K,W δ−
u
2 δ−εδ−(ηp+σ)(1−uW ).

According to Claim 2.b the linear decoupling constant Vp,n(δ) is controlled by the
multilinear version. Thus, for a sequence δ → 0 we get

δ−(ηp−σ) �σ,ε,K,W δ−εp(K)δ−
u
2 δ−εδ−(ηp+σ)(1−uW ).

Looking at the exponents we find that this implies

ηp ≤
1

2W
+
ε+ εp(K) + σ(2− uW )

uW
.

Note that this holds for all ε, σ > 0 arbitrarily small. Further we can take K
arbitrarily large. Finally recall that εp(K)→ 0 as K →∞. Thus ηp ≤ 1

2W
. Since

we can take W as large as necessary we get ηp = 0. By definition of ηp this implies
the decoupling theorem.

Step 3 (Tools to control Ap(. . .)). It remains to derive (26). This is an iterative
process and in this step we provide some key tools one needs to proceed.
Claim 3.a Multilinear l2 decoupling for L2. We have already seen that l2 decou-
pling for L2 is special, see Claim 1.c. This holds true for multilinear decoupling
as well. For every 0 < δ ≤ 1 let I1, . . . , IM be collections of intervals of length (a
multiple of) δ. Assume that the elements of Ii are pairwise disjoint intervals. For
every ball B of radius δ−1, we have M∏

j=1

∑
I⊂Ij

‖EIg‖2
L2
] (wB)

 1
2


1
M

�

 M∏
j=1

 ∑
J⊂I,|J |=δ

‖EJg‖2
L2
] (wB)

 1
2


1
M

.

Note that this is a very strong form of decoupling since it works down to the scale
δ. We skip the proof.
Claim 3.c Lower dimensional decoupling. This tools is derived from the assump-
tion that the decoupling theorem is known for dimensions 2 ≤ k < n. From this
one can derive the following useful result. Let n ≥ 3 be fixed. For every 0 < δ ≤ 1
and every 3 ≤ k ≤ n, for any interval I ⊂ [0, 1] of length (a multiple of) δ

n
k−1 , for

every ball B ∈ Rn of radius δ−n and every 2 ≤ p ≤ pn we have

‖EIg‖Lp] (wB) � Vp,k−1(δ
n
k−1 )

 ∑
J⊂I,|J |=δ

n
k−1

‖EJg‖2
Lp] (wB)


1
2

.

Somehow the idea here is that at an appropriate scale we can approximate parts
of the moment curve by its lower dimensional versions.
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Claim 3.c The key ball inflation statement. This seems to be the most sophisti-
cated tool we are going to name here.

Fix 1 ≤ k ≤ n− 1, 2n ≤ p ≤ pn, and take M = n!. For any ball Bk+1 of radius
δ−k+1 and a cover Bk(Bk+1) and for every g we have

1

|Bk(Bk+1)|
∑

Bk∈Bk(Bk−1)

 M∏
j=1

 ∑
Jj⊂Ij ,|Jj |=δ

‖EJjg‖2

L
pk
n
] (w

Bk
)

 1
2


p
M

�ε,K δ−ε

 M∏
j=1

 ∑
Jj⊂Ij ,|Jj |=δ

‖EJjg‖2

L
pk
n
] (w

Bk+1 )

 1
2


p
M

,

with an implicit constant independent of δ, g and the ball Bk+1.
The point is that the size of the balls changes, while the intervals stay the same!

The proof includes some intricate reduction steps which finally make it possible
to apply some multilinear Kakey result, which is itself a deep theorem from the
realm of (multilinear) restriction problems.

Step 4 (The iteration process). We will not say to much about this very
complicated step. Note that the key inequality reads

Ap(u,B
n, u)� δ−εVp,n(δ)1−

∑r
j=0 γj ·Dp(1, B

n)1−
∑r
j=0 γj ·

r∏
j=0

Ap(bju,B
n, bju)γj , (27)

for r big, u small, p < pn close to pn and suitable number γj, bj. The proof of this
inequality uses several applications of the tools provided in Step 3. In particular
n − 1 instances of ball inflation. The constants γj, bj arise through Hölder and
interpolation arguments.

Now we iterate (27) and get

Ap(u,B
n, u)� δ−εVp,n(δ)1−

∑r
j=0 γj ·Dp(1, B

n)1−
∑r

j=0 γj·
r∏

j1=0

· · ·
r∏

jL=0

Ap(βju,B
n, βju)γj ,

(28)
for j = (j1, . . . , jL) ∈ [0, r]L, βj = bj1 · . . . · bjL and γj = γj1 + . . .+ γjL .

We need one last estimate which is easily derived from Höelder and rescaling:

Ap(βu,B
n, βu)� Vp,n(δ1−uβ)Dp(1, B

n).

Inserting this in (28) we find

Ap(u,B
n, u)� δ−εδηp(1−u

∑
j βjγj)Dp(1, B

n).
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Here we win since we can make∑
j

βjγj =

(
r∑
j=0

bjγj

)L

sufficiently large by first taking r large and then L! (Note that if we would not
iterate (26), then we could not ensure that

∑
j bjγj is arbitrarily large.) �

A direct consequence of the decoupling theorem is the following discrete version,
which is what we actually need.

Corollary 8.5. Let n ≥ 2 and p ≥ 2 be fixed. For every ε > 0 there is a constant
Cε = C(ε, n, p) such that the following holds: For every N ≥ 1, and for each choice
of a fixed set of points {t1, . . . , tN} with ti ∈ ( i−1

N
, i
N

], for each ball BR of radius
R ≥ Nn in Rn, and every set of coefficients {ai}1≤i≤N with ai ∈ C we have(

1

|BR|

∫
Rn
|
N∑
i=1

aie(tix1 + . . . tni xn)|pwBR(x)dx1 . . . dxn

) 1
p

≤ CεN
ε
(

1 +N
1
2

(1−n(n+1)
p

)
)( N∑

i=1

|ai|2
) 1

2

.

We only indicate how this is proved from the general decoupling inequality.

Proof. First, note that the statement of Theorem 8.4 holds for any ball B of radius
R � δ−n (where 0 < δ ≤ 1). Second,, typical reductions show that it is sufficient
to deduce the critical case p = n(n+ 1).

Formally we want to apply the general decoupling estimate to g =
∑N

i=1 aiδt=ti .
With this choice we of course have

E[0,1]g(x1, . . . , xn) =
N∑
i=1

aie(tix1 + . . .+ tni xn).

Also for each interval J = ( i−1
,

i
N

] we get

EJg(x1, . . . , xn) = aie(tix1 + . . .+ tni xn),

for the unique ti ∈ J . The Lp-norm of this is trivially computed and we get

‖EJg‖Lp(wBR ) =

(∫
Rn
|ai|pwBR(x)dx

) 1
p

�p |BR|
1
p |ai|.

A direct application of Theorem 8.4 with δ = 1
N

(for larger radii) in this setting
yields the desired inequality. To make this rigorous we simply have to choose
suitable approximations for the δ-function in our choice of g. �
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Along these lines one can prove decoupling estimates for other convenient curves
replacing the moment curve. We mention the following example, which we need
later to improve Hua’s inequality. The curve in question is

Γ = {(tk, ts−1, . . . , t) : 1 ≤ t ≤ 2}.
We restrict ourselves to state the discrete version of the corresponding decoupling
inequality.

Theorem 8.6. The following discrete decoupling inequality holds:

N−s
2

∫
[−N,N ]s

|
2N∑
n=N

e
(

(
n

N
)kx0 + (

n

N
)s−1x1 + . . .+

n

N
xs−1

)
|s(s+1)dx� N

1
2
s(s+1)+ε,

for ε > 0 and N ≥ 1.

8.2. Vinogradov’s mean value Theorem. We consider

fk(x,N) =
∑

1≤n≤N

e(nx1 + n2x2 + . . .+ nkxk).

In this section we are interested in the mean value

Js,k(N) =

∫
[0,1]k
|fk(x,N)|2sdx1 . . . dxk.

Reversing the circle method approach (i.e. orthogonality of characters) we can
interpret this as

Js,k(N) = ]{x ∈ ([0, N ]∩N)2s : xj1 + . . .+ xjs = xjs+1 + . . .+ xj2s for all 1 ≤ j ≤ k}.
Note that this system of equation is translation invariant.

The bound

Js,k(N)�ε N
ε(N s +N2s− 1

2
k(k+1)) for all ε > 0 (29)

is the Main Conjecture and is now a theorem due to Bourgain-Demeter-Guth (and
Wooley). The critical exponent is s = 1

2
k(k + 1).

Note that we have the trivial lower bound Js,k(N) � N s coming from the
solutions x1, . . . , xs ∈ [1, N ] and xi = xi+s. We can give an alternative lower
bound as follows. Observe that for 1 ≤ xi ≤ N we have

|(xj1 − x
j
s+1) + . . .+ (xjs − x

j
2s)| ≤ sXj for 1 ≤ j ≤ k.

By arranging all � N2s possible tuples (x1, . . . , x2s) ∈ [0, N ]s according to the
values estimated in the previous equation we get

N2s �
∑
|h1|≤sN

· · ·
∑

|hk|≤sNk

∫
(0,1]k
|fk(α;N)|2se(α · h)dα

� X · . . . ·XkJs,k(N) = N
1
2
k(k+1)Js,k(N).
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Thus we have N2s− 1
2
k(k+1) � Js,k(N). In particular the upper bound in the main

conjecture is sharp up to N ε.

Theorem 8.7 (Bourgain-Demeter-Guth, Wooley). For all s, k ≥ 1 we have

Js,k(N)� N ε(N s +N2s− 1
2
k(k+1)),

for every N ≥ 1 and all ε > 0.

Note that the cases k = 1, 2 are relatively easy. For general k and s ≤ k it can be
shown that Js,k(N) = s!N s+O(N s−1), so that we essentially only have the diagonal
contribution and its permutations. There has been a lot of progress through the
years showing that the estimate holds for s ≥ s0(k). It is relatively easy to see
that once the conjecture is resolved for the critical exponent s = 1

2
k(k + 1), then

it holds for all s. For k = 3 the critical case and thus the full conjecture was first
resolved by Wooley using his very successful efficient congruencing method. This
method has been extended to handle all k. However, here we will only indicate
how this theorem is derived from the decoupling result discussed above.

Proof. First we reduce to the critical exponent sc = 1
2
k(k + 1). To do so assume

we know the theorem for sc. Suppose s > sc. Then we trivially have

Js,k(N) ≤ sup
α
|fk(α;N)|2s−2sc

∫
(0,1]k
|fk(α;N)|2scdα.

Applying the theorem for sc and the trivial estimate |fk(α,N)| ≤ N yields the
result. The opposite situation is s < sc. Here we apply Hölder with q = sc

s
. This

yields

Js,k(N) ≤
(∫

(0,1]k
1

) 1
p

(Jsc,k(N))
1
q �

(
N sc+ε

) 1
q � N s+ε.

Here we used again the theorem in the critical case.
Now the case n = 1 is trivial. Here we have sc = 1. Thus we are counting

x1, x2 ∈ [0, N ] with x1 − x2 = 0. Therefore J1,1(N) � N and we are done with
this case.

We are left with n ≥ 2 and s = sc critical. To treat this situation we start
with some test function yoga. We choose a Schwartz function φ ∈ S(Rk) with

φ(x), φ̂(ξ) ≥ 0 and φ̂(ξ) ≥ 1 for |ξ| ≤ 1. We rescale this as follows:

φM(x) = φ(
x

M
) so that φ̂M(x) = Mkφ(Mx).

By varying the radius R � Nk we can majorise φNk(x) by wBR .
We apply Corollary 8.5 with p = 2s, n = k and ti = i

N
to see

N−k
2

∫
Rk
|
N∑
i=1

e(
i

N
x1 + . . .+

ik

Nk
xk)|2sφNk(x1, . . . , xk)dx1 . . . dxk � N s+ε.
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Changing variables and inserting the definition of φNk yields

N
1
2
k(k+1)−k2

∫
Rk
|
N∑
i=1

e(ix1 + . . .+ ikxk)|2sφ(
x1

Nk−1
, . . . , xk)dx1 . . . dxk � N s+ε.

Now we open up the 2s-moment to get

N
1
2
k(k+1)−k2

∑
i1,...,i2s

∫
Rk
e(θi(i)x1 + . . .+ θk(i)xk)φ(

x1

Nk−1
, . . . , xk)dx1 . . . dxk � N s+ε,

where
θj(i) = ij1 + . . .+ ijs − i

j
s+1 − . . .− i

j
2s for 1 ≤ j ≤ k.

We now recognise that the remaining integral is nothing but the Fourier transform.
Indeed∫

Rk
e(θi(i)x1+. . .+θk(i)xk)φ(

x1

Nk−1
, . . . , xk)dx1 . . . dxk = N

1
2

(k−1)k·φ̂(Nk−1θ1(i), . . . , θk(i)).

Inserting this above yields∑
i1,...,i2s

φ̂(Nk−1θ1(i), . . . , θk(i))� N s+ε.

By our choice of φ we get

Js,k(N) =
∑

i1,...,i2s,
|θj(i)|<Nj−k

1 ≤
∑

i1,...,i2s

φ̂(Nk−1θ1(i), . . . , θk(i))� N s+ε.

Indeed, since θj(i) is an integer and N j−k ≤ 1 for all 1 ≤ j ≤ k we must have
θj(i) = 0 for all j. �

8.3. Applications to Exponential sums. The results in the previous sections
can be used to strengthen certain estimates of exponential sums. We start by look-
ing at a strengthening of Weyl’s bound in a setting critical to Waring’s problem.

Theorem 8.8. Suppose k ≥ 3. For 2 ≤ j ≤ k assume

|xj −
a

q
| ≤ 1

q2
with (a, q) = 1.

We have the estimate

fk(x,N)� N1+ε(q−1 +N−1 + qN−j)
1
K with K = k(k − 1).

Proof. Let c1, . . . , cN ∈ C and put S =
∑N

n=1 cn. We obtain

Sb =
∑

1≤n1,...,nb≤N

cn1cn2 · · · cnb .

We will write n for a b-tuple of integers lying in [1, N ]b. Further put

sj(n) = nj1 + . . .+ njb.
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Thus given n we can associate

s = (s1(n), . . . , sk−2(n)).

Note that s ∈ S for

S = Nk−2 ∩ [1, bN ]× . . .× [1, bNk−2].

Turning tables we put

N (s) = {n : sj(n) = sj for 1 ≤ j ≤ k − 2}

for s = (sj)1≤j≤k−2 ∈ S.
With this notation set up we get

Sb =
∑
s∈S

∑
n∈N (s)

cn1 · · · cnb .

Note that ]S = bk−2N (k−1)(k−2)/2. Applying Cauchy-Schwarz we get

|S|2b ≤ bk−2N (k−1)(k−2)/2
∑
s∈S

|
∑

n∈N (s)

cn1 · · · cnb|2

= bk−2N (k−1)(k−2)/2
∑
n,m,

sj(n)=sj(m)

cm1 · · · cmbcn1 · · · cnb .

We now specialise to cn = e(P (n)) for P (x) =
∑k

j=1 αjx
j. We obtain

cm1 · · · cmbcn1 · · · cnb = e((sk(m)− sk(n))αk + (sk−1(m)− sk−1(n))αk−1)

if n,m satisfy the constraints of the sum.
We put m = m1 and mi = m + ui. Further write ni = m + vi. Then binomial

expansion implies

sj(u) =
b∑
i=1

(mi −m)j =

j∑
r=0

(
j

r

)
sr(m)(−m)j−r and

sj(v) =
b∑
i=1

(ni −m)j =

j∑
r=0

(
j

r

)
sr(n)(−m)j−r.

In particular, sj(m) = sj(n) for 1 ≤ j ≤ k − 2 implies that sj(u) = sj(v) for the
same indices. Further we get

sk−1(u)− sk−1(v) = sk−1(m)− sk−1(n).

Similarly we see

sk(u)− sk(v) = sk(m)− sk(n)− km(sk−1(m)− sk−1(n)).
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To save chalk we put dj = dj(u,v) = sj(u)− sj(n). These considerations lead us
to

|S|2b ≤ bk−2N (k−1)(k−2)/2
∑
u,v
dj=0

j=1,...,k−2

e(dkαk + dk−1αk − 1)
∑
m

e(kdk−1mαk).

Let us have a closer look at the ranges of the summation parameters. First, ui
and vi lie in {−N, . . . , N}. Further, m must satisfy

1 ≤ m ≤ N,

1− ui ≤ m ≤ N − ui for 2 ≤ i ≤ b,

1− vi ≤ m ≤ N − vi for 1 ≤ i ≤ b.

So the inner sum is linear and runs over some interval of length ≤ N . Thus we
have the familiar estimate∑

m

e(kdk−1mαk)� min(N, ‖kdk−1αk‖−1).

Let R1(h) denote the number of solutions to the system of equations

uj2 + . . .+ ujb = vj1 + . . .+ vjb for 1 ≤ j ≤ k − 2,

uk−1
2 + . . .+ uk−1

b = h+ vk−1
1 + . . .+ vk−1

b

with |ui|, |vi| ≤ N . We can estimate∑
u,v
dj=0

j=1,...,k−2

e(dkαk + dk−1αk − 1)
∑
m

e(kdk−1mαk)�
∑
h

R1(h) min(N, ‖khαk‖−1).

Next we shift the variables (mi = m+ ui and ni +m+ vi for N + 1 ≤ m ≤ 2N)
in the equations underlying R1(h). This way we find that R1(h) counts solutions
to

sj(m) = sj(n) for 1 ≤ j ≤ k − 2,

sk−1(m) = h+ skj(n)

Within the constraints

m1 = m, m−N ≤ mi ≤ m+N for 2 ≤ i ≤ b and m−N ≤ ni ≤ m+N for 1 ≤ i ≤ b.

We relax these constraints to 1 ≤ mi, ni ≤ 3N for 1 ≤ i ≤ b and write R2(h)
for the new count of solutions. Note that since we allow m1 to vary we have
R2(h) ≥ NR1(h).

By character orthogonality we can write

R2(h) =

∫
[0,1]k−1

|
3N∑
n=1

e(P (n,α))|2be(−hαk−1)dα,
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for

P (x,α) =
k−1∑
j=1

αjx
j.

Estimating the integral trivially yields F2(h) ≤ R2(0). We recognise R2(0) =
Jk−1(3N ; b) as the Vinogradov mean value.

We obtain the estimate∑
h

R1(h) min(N, ‖khαk‖−1)� N−1Jk−1(3N ; b)

N +
2bkNk−1∑
h=1

min(N, ‖hαk‖−1)


� bkNk−1Jk−1(3N ; b)

(
1

q
+

log(q)

N
+
q log(q)

Nk

)
.

In the last step the h-sum was estimated as in the proof of Weyl’s inequality.
Backtracking everything we have done we see that we have obtained the inequal-

ity

N∑
n=1

e(P (n))� (bkk)
1
2bN

(
Jk−1(3N ; 2b)

N2b−k(k−1)/2

) 1
2b
(

1

q
+

log(q)

N
+
q log(q)

Nk

) 1
2b

.

We now take b = k(k − 1)/2 and estimate Jk−1(3N, 2b) using the mean value
estimate. This yields the claim. �

Theorem 8.9. For 0 < s ≤ k we have∫ 1

0

|T (α)|s(s+1)dα� N s2+ε.

Recall that T (α) =
∑N

n=1 e(αn
k).

Proof. We deduce this from Theorem 8.6. First, we rescale the discrete decoupling
inequality and use periodicity to get∫

[−1,1]

∫
[0,1]s−1

|
2N∑
n=N

e

(
nk

Nk−sx+ ns−1xs−1 + . . .+ nx1

)
|s(s+1)dx1 . . . dxs−1dx� N

1
2
s(s+1)+ε.

We now write Kr = Kr(t) for the kernel on R/Z whose Fourier transform K̂r is

trapezoidal and satisfies K̂r(n) = 1 for |n| ≤ r and supp K̂r ⊂ [−2r, 2r]. Note that

K(x) = K2N(x1) · . . . ·K2Ns−1(xs−1)� N
1
2
s(s−1).

Similarly to the derivation of Vinogradov’s mean value theorem we multiply the
integrand by K(x), open the s(s + 1)-power and realise the Fourier transform.
This yields ∫

[−1,1]

|
2N∑
n=N

e(
nk

Nk−sx)|s(s+1)dx� N s2+ε.
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We continue from here using another test function. Pick 0 ≤ ϕ ≤ 1 with
suppϕ ⊂ [−1, 1] and ϕ̂(0) = 1, ϕ̂ ≥ 0. Then a by now familiar argument shows∑
N≤n1,...,ns(s+1)≤2N

1nk1+...−nk
s(s+1)

≤
∑

N≤n1,...,ns(s+1)≤2N

ϕ̂(N s−k(nk1+. . .−nks(s+1)))� N s2+ε.

This implies ∫ 1

0

|
2N∑
n=N

e(nkx)|s(s+1)dx� N s2+ε

and the assertion follows by a typical dyadic dissection. �

9. Refined analysis of the asymptotic formula for Waring’s
problem

Using the improved versions of Weyl’s estimate and Hua’s inequality given in
the last section we now revisit the circle method. This will lead us to highly non-
trivial estimates for the number G(n) as n gets large. We will prove the following
theorem.

Theorem 9.1 (Bourgain). We have

G(k) ≤ k2 + 1−max
s≤k

⌈
s
k − s− 1

k − s+ 1

⌉
.

For large k this implies G(k) < k2−k+O(
√
k). To the best of my knowledge this

is still the record for large k. Note that for small k there are different individual
records as we can see from the case k = 3 considered earlier. The following
argument is essentially taken from [Wo].

9.1. The minor arc estimate. We introduce some notation (some of which
should be familiar):

fk(x;P ) =
∑

1≤n≤P

e(x1n+ . . .+ xkn
k),

Fk(y, θ;P ) =
∑

1≤n≤P

e(y1n+ . . .+ yk−2n
k−2 + θnk),

gk(α;P ) =
∑

1≤n≤P

e(αnk) and σs,j(x) =
s∑
i=1

(xji − x
j
s+i) for 1 ≤ j ≤ k.

The set of minor arcs m to be the set of α ∈ [0, 1] such that whenever

|α− a

q
| ≤ (2kq)−1P 1−k and (a, q) = 1 (30)

then q > (2k)−1P . (Note that here we are taking smaller minor arcs than in our
original circle method application to Waring’s problem.)
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Proposition 9.2. One has∫
m

|gk(α;P )|2sdα� P
1
2
k(k−1)−1 log(P )2s+1Js,k(2P ).

Proof. First we take h ∈ Zk−2 and observe that∫
m

∫
[0,1)k−2

|Fk(β, θ;P )|2se(−β1h1−. . .−βk−2hk−2)dβdθ =
∑

1≤x≤P

δ(x,h)

∫
m

e(θσs,k(x))dθ,

for

δ(x,h) =
k−2∏
j=1

(∫ 1

0

e(βj(σs,j(x)− hj))dβj
)
.

Character orthogonality tells us that∫ 1

0

e(βj(σs,j(x)− hj))dβj = δσs,j(x)=hj .

This justifies the notation δ(x,h). Since |σs,j(x)| ≤ sP j we have∑
|h1|≤sP

. . .
∑

|hk−2|≤sPk−2

δ(x,h) = 1.

Also note that ∑
1≤x≤P

e(θσs,k(x)) = |gk(θ)|2s.

With this at hand we can deduce∑
|h1|≤sP

. . .
∑

|hk−2|≤sPk−2

∫
m

∫
[0,1)k−2

|Fk(β, θ;P )|e(−β1h1 − . . .− βk−2hk−2)dβdθ

=

∫
m

∑
1≤x≤P

(∑
h

δ(x,h)

)
e(θσs,k(x))dθ =

∫
m

|gk(θ)|2sdθ.

By estimating the left hand side of this inequality trivially we get∫
m

|gk(θ)|2sdθ � P
1
2

(k−1)(k−2)

∫
m

∫
[0,1)k−2

|Fk(β, θ;P )|2sdβdθ. (31)

Character orthogonality applied essentially as above yields∫
m

∫
[0,1)k−2

|Fk(β, θ;P )|2sdβdθ =
∑

|h|≤sPk−1

∫
m

∫
[0,1)k−1

|f(α, θ)|2se(−αk−1h)dαdθ,

(32)
with f(α, θ) = fk((α1, . . . , αk−1, θ);P ). Next we write

f(α) =
∑

1+y≤x≤P+y

e(ψ(x− y,α)) with ψ(z,α) = α1z + . . .+ αkz
k.
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Using the binomial theorem we can write

ψ(x− y;α) =
k∑
i=0

α̃ix
i where α̃i =

k∑
j=i

(
j

i

)
(−y)j−iαj.

Now we define

Ky(γ) =
∑

1+y≤z≤P+y

e(−γz) and fy(α, γ) =
∑

1≤x≤2P

e(ψ(x− y;α) + γx).

This definitions allow us to write

f(α) =

∫ 1

0

fy(α; γ)Ky(γ)dγ. (33)

Next define

Fy(α, θ,γ) =
s∏
i=1

fy(α, θ; γi)fy(−α,−θ;−γs+i),

Ih(γ, y) =

∫
m

∫
[0,1)k−1

Fy(α, θ,γ)e(−αk−1h)dαdθ and

K̃(γ) =
s∏
i=1

Ky(γi)Ky(−γs+i).

This is set up so that by inserting (33) in (32) we get∫
m

∫
[0,1)k−2

|Fk(β, θ;P )|2sdβdθ =
∑

|h|≤sXk−1

∫
[0,1)2s

Ih(γ, y)K̃(γ)dγ.

We will use character orthogonality to treat the α-integral in the definition of Ih.
We set ∆(θ,γ, h, y; x) to be

e(θσs,k(x− y) + γ1x1 + . . .+ γsxs − γs+1xs+1 − . . .− γ2sx2s)

when
s∑
i=1

((xi − y)j − (xs+i − y)j) = 0 for 1 ≤ j ≤ k − 2 and

s∑
i=1

((xi − y)k−1 − (xs+i − y)k−1) = h (34)

and zero otherwise. This yields∫
[0,1)k−1

Fy(α, θ,γ)e(−αk−1h)dα =
∑

1≤x≤2P

∆(θ,γ, h, y; x).
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Using the binomial theorem we observe that if x satisfies (34), then

s∑
i=1

(xji − x
j
s+1) = 0 for 1 ≤ j ≤ k − 2 and

s∑
i=1

(xk−1
i − xk−1

s+i ) = h.

This directly implies

σs,k(x− y) =
s∑
i=1

((xi − y)k − (xs+i − y)k) = σs,k(x)− khy.

Reversing character orthogonality yields∫
[0,1)k−1

Fy(α, θ,γ)e(−αk−1h)dα =

∫
[0,1)k−1

F0(α, θ,γ)e(−khyθ − hαk−1)dα.

We use this to obtain∑
|h|≤sPk−1

Ih(γ, y) =

∫
m

∫
[0,1)k−1

F0(α, θ,γ)
∑

|h|≤sPk−1

e(−khyθ − hαk−1)dαdθ

The linear sum can be estimated by∑
|h|≤sPk−1

e(−khyθ − hαk−1)� min(P k−1, ‖kyθ + αk+1‖−1)

We set

ψ(θ, αk−1) = P−1
∑

1≤y≤P

min(P k−1, ‖kyθ + αk+1‖−1)

and deduce the estimate

P−1
∑

1≤y≤P

∑
|h|≤sPk−1

Ih(γ, y)�
∫
m

∫
[0,1)k−1

|F0(α, θ,γ)|ψ(θ, αk−1)dαdθ.

We have seen how to treat functions such as ψ(θ, αk−1) several times. Suppose
θ ∈ R is such that |θ − b

r
| ≤ r−2 with b, r ∈ Z and (b, r) = 1. Then we have

ψ(θ, αk−1)� P k−1(P−1 + r−1 + rP−k) log(2r).

By Dirichlet approximation we can assume that r ≤ 2kP k−1. But since θ ∈ m we
have r > (2k)−1P by default. Thus we get

sup
θ∈m

ψ(θ, αk−1)� P k−2 log(P ).

With this at hand we can estimate

P−1
∑

1≤y≤P

∑
|h|≤sPk−1

Ih(γ, y)� P k−2 log(P )

∫
m

∫
[0,1)k−1

|F0(α, θ,γ)|dαdθ.
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Inserting the definition of F0 and applying Hölder we obtain

P−1
∑

1≤y≤P

∑
|h|≤sPk−1

Ih(γ, y)� P k−2 log(P )
2s∏
i=1

(∫
m

∫
[0,1)k−1

|f0(α, θ; γi)|2sdαdθ
) 1

2s

≤ P k−2 log(P ) sup
γ∈[0,1]

∫ 1

0

∫
[0,1)k−1

|f0(α, θ; γ)|2sdαdθ

= P k−2 log(P )

∫
[0,1)k
|fk(α, 2P )|2sdα.

The remaining integral is nothing but the Vinogradov mean value.
Inserting this estimate above yields∫

m

∫
[0,1)k−1

|F (β, θ)|2sdβdθ = P−1
∑

1≤y≤P

∫
m

∫
[0,1)k−1

|F (β, θ)|2sdβdθ

=

∫
[0,1)2s

P−1
∑

1≤y≤P

∑
|h|≤sPk−1

Ih(γ, y)

 K̃(γ)dγ

� P k−2 log(P )Js,k(2P )

∫
[0,1)2s

|K̃(γ)|dγ.

Since K̃ factors in a product of linear sums Ky(γ). Each of these can be estimated
by ∫ 1

0

|Ky(γ)|dγ ≤
∫ 1

0

min(P, ‖γ‖−1)dγ � log(P ).

This implies ∫
[0,1)2s

|K̃(γ)|dγ � log(P )2s,

which in turn gives the bound∫
m

∫
[0,1)k−1

|Fk(β, θ;P )|2sdβdθ � P k−2 log(P )2s+1Js,k(2P ).

We conclude the proof by inserting this in (31). �

The proof of the above estimate goes back to Wooley, but injecting the full
strength of the main conjecture yields the following useful estimate.

Corollary 9.3. We have∫
m

|gk(α;P )|k(k+1)dα� P k2−1+ε.

Proof. We simply apply the above proposition with s = 1
2
k(k+ 1) and use (29) to

estimate the mean value. �

This suffices to give a good estimate for the minor arcs.
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Theorem 9.4. Let s < k and

k2 − sk − s− 1

k + 1− s
< s0 ≤ k(k + 1).

Then we have ∫
m

|T (α)|s0dα� N s0−k−δ′ .

This improves considerably the number of variables for which we can control
the minor arcs for Waring’s problem.

Proof. We start with a general consideration involving the Hölder inequality (some-
times called interpolation). Suppose 0 < a ≤ s0 ≤ b. And assume that we have
good bounds

‖f‖aa ≤ A and ‖f‖bb ≤ B.

We now write s0 = θs0 + (1− θ)s0 for θ ∈ [0, 1]. We want to choose p and θ such
that pθs0 = b and q(1− θ)s0 = a (where q = p/(p− 1) as usual). This is satisfied
with the choice

p =
b− a
s0 − a

and θ =
b(s0 − a)

s0(b− a)
.

Applying Hölder and inserting out bounds thus yields

‖f‖s0s0 ≤ A
1
qB

1
p = A

b−s0
b−a B

s0−a
b−a .

We set b = k(k + 1), a = s(s + 1) and f = T considered as a function on the

minor arcs m. By Theorem 8.9 we have A = P s2+ε. Further our corollary above
yields B = P k2−1+ε. Thus we get∫

m

|T (α)|s0dα� P (k2−1)
s0−s(s+1)

k(k+1)−s(s+1)
+s2

k(k+1)−s0
k(k+1)−s(s+1)

+ε.

If we write a = k(k+1)−s0
k(k+1)−s(s+1)

and η = (1−a)(k+1)+as we can rewrite the exponent
as

(k2 − 1)(1− a) + s2a+ ε = (k + 1)(k − 1)(1− a) + s(s+ 1)a− as+ ε

= k(k + 1)(1− a) + s(s+ 1)a− η + ε

= k(k + 1)− [k(k + 1)− s(s+ 1)]a− η + ε

= s0 − η + ε.

We are done as soon as we can verify that η > k. A moderately annoying shows
that this is satisfied for

s0 > k2 − sk − s− 1

k + 1− s
.

�
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9.2. The major arcs revisited. We consider large n and put P = bn 1
k c. The

complement of the minor arcs in [0, 1), the major arcs, are as usual denoted by
M. We can decompose them in the pieces

M =
⋃

0<q≤(2k)−1P,
0≤a≤q,
(a,q)=1

{α ∈ [0, 1) : |qα− a| ≤ (2k)−1P 1−k}︸ ︷︷ ︸
=M(q,a)

.

We claim that for

k2 − s0
k − s0 − 1

k + 1− s0

< s ≤ k(k + 1)

we have ∫
M

T (α)se(−nα)dα =
Γ(1 + 1

k
)s

Γ(s/k)
Ss,k(n)n

s
k
−1 + o(n

s
k
−1).

To derive this we have to be slightly more carefully than in our first analysis of
the major arcs.

We put

v(β) =
∑
x≤n

1

k
x

1
k
−1e(βx)

and
V (α, q, a) = q−1Sa,qv(α− a

q
).

Note that by our bounds on Sa,q (see Lemma 6.17) and standard bounds on v(β)
(using partial summation and bounds on linear exponential sums) we have

V (
a

q
+ β, q, a)� (q−1 min(n, ‖β‖−1))

1
k .

First we need the following approximation.

Lemma 9.5. Let (a, q) = 1 and α = a
q

+ β. We have

T (α)− V (α, q, a)� q
1
2

+ε(1 + n|β|)
1
2 .

Furthermore, if |β| ≤ (2kq)−1n
1
k
−1, then the bound simplifies to

T (α)− V (α, q, a)� q
1
2

+ε.

The same result holds if, in the definition of V (α, a, q), we replace v(β) by

v1(β) =

∫ n
1
k

0

e(βxk)dx.

Proof. By splitting the sum defining f into congruence classes modulo q, and
detecting these by character orthogonality yields

T (α) = q−1
∑

− q
2
<b≤ q

2

Sa,b,qF (b)
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for

F (b) =
∑
x≤P

e(βxk − bx

q
).

By Remark 5.4 we have

F (b) =
H∑

h=−H

I(b+ hq) +O(log(2 +H)),

where −H1 = H2 = H = b|β|kP k−1 + 3
2
c and

I(c) =

∫ X

0

e(βyk − cy/q)dy.

Using our estimate for Sa,b,q and

q−1

q∑
b=1

(q, b) ≤ d(q)� qε

we obtain

T (α)− q−1Sa,qv1(β) = q−1
∑

−B<b≤B,
b 6=0

Sa,b,qI(b) +O(q
1
2

+ε log(2 +H)).

Starting from here we can first deal with the case |β| ≤ (2kq)−1P . In this case
0 < H ≤ 2. Suppose b 6= 0 and 0 ≤ y ≤ P , then

|βkyk−1 − b

q
| ≥ 1

2
| b
q
|.

Thus, in this range the integral I(b) can be treated simply using partial integration.
This yields

I(b)� | b
q
|−1.

We get the estimate

f(α)− q−1Sa,qv1(β)� q−1
∑

1≤b�q

q
1
2

+ε(b, q)qb−1 � q
1
2

+ε.

Next we will argue that we can replace v1(β) by v(β). This is seen as follows.
To do so consider the sum

G(Y ) =
∑
m≤Y

1

k
m

1
k
−1 = Y

1
k + Ck +O(Y

1
k
−1).
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The last asymptotic can for example be derived using Euler-Maclaurin summation.
By partial summation we get

v(β) = G(P k)e(βP k)− 2πiβ

∫ Pk

1

G(y)e(βy)dy

= (P + Ck)e(βP
k)− 2πiβ

∫ Pk

1

(y
1
k + Ck)e(βy)dy +O(P 1−k + |β|P ).

Changing variables and integrating by parts yields

v(β) = v1(β) +O(1 + |β|P ).

Thus we are free to pass between v1 and v at the cost of an negligible error.
To treat the case of general β we argue as follows. We split the integrals I(b) =

I1(b) + I2(b) in two parts. The part of I(b) on which y satisfies

|kβyk−1 − b

q
| ≥ |b|

2q
(35)

can be estimated as before by I1(b) � q/|b|. The contribution of these integrals
to the sum is bounded as above and we get

f(α)−q−1Sa,qv1(β) = q−1
∑

−B<b≤B,
b 6=0

Sk(a, b; q)I2(b)+O(q
1
2

+ε log(2+H)+q
1
2

+ε log(2B)).

On the domain of integration of I2(b) we have |kβyk−1 − b
q
| ≤ |b|

2q
. One notes that

I2(b) vanishes unless

|b|
2q
≤ k|β|yk−1 ≤ 3|b|

2q
,

so that |b| ≤ 2kq|β|P k−1. For such b set

δb = |β|
1

2k−2 (|b|/q)
k−2
2k−2 .

Parts of the integral where |kβyk−1 − b
q
| ≥ δb are again estimated by integration

by parts obtaining the bound� δ−1. The remaining part of the integral is over an
interval [γ1, γ2] of length δ−1. Thus this remaining part can be estimated trivially
by � δ−1. (The choice of δ is precisely made to balance the length of the interval
where the phase is small with the upper bound coming from integration by parts
on the rest!) We can now estimate

q−1
∑

−B<b≤B,
b6=0

Sa,b,qI2(b)� q−1
∑

0<b≤2kq|β|Xk−1

q
1
2
−εδ−1

b � q
1
2

+εd(q)|β|
1
2P

k
2 .

Inserting this above completes the proof. �
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Next we need to revisit the singular series. Recall

S(n) =
∞∑
q=1

A(q) for A(q) =

q∑
a=1,

(a,q)=1

[q−1Sa,q]
se(−an

q
).

Lemma 9.6. Suppose s ≥ 1 and l = uk + v with 1 ≤ v ≤ k. Then

pusA(pl)�

{
p−

s
2 (p

1
2 (pl−1, n) + (pl, n)) if l ≡ 1 mod k,

p−s(pl, n) else.

Furthermore, if λ = l −max(k, γ) > 0 and pλ - h, then

A(pl) = 0.

Here pτ‖k and γ = τ + 1 if p > 2 or p = 2 and τ = 0 or γ = τ + 2 otherwise.

Proof. We start with the case p > k, so that γ = 1. By Lemma 6.15 we have

plsA(pl) = (pu(k−1))s
pl∑

a=1, p-a

Sspv ,ae(−anp−l). (36)

We write a = xpv + y with 0 ≤ x < pl−v and 1 ≤ y < pv. Note that we can
execute the x-sum by character orthogonality picking up the condition pl−v | n.
Using Lemma 6.15 again we get

pv∑
y=1, p-y

Sspv ,ye(−ynp−l) = ps(v−1)

pv∑
y=1, p-y

e(−ynp−l)

for v > 1. We can bound this sum by ps(v−1)(pv, npv−l), which leads to

|A(pl)| ≤ p−us−s(pl, n).

For v = 1 we evaluate the y-sum above differently. Indeed we can write

pv∑
y=1, p-y

(Sy,pv)
se(−yhp−l) =

∑
χi∈A,
i=1,...,s

τ(χ1) . . . τ(χs)

p∑
y=1

χ−1
1 (y) . . . χ−1

s (y)e(−ynp−l).

Here A is the set of non-principal characters χ mod p such that χk is principal.
Note that A = (k, p− 1)− 1. The y-sum can be identified as another Gauß sum.
Estimating the Gauß sums by |τ(χ)| = √p we get

A(q)� p−us−
s
2 (p

1
2 (pl−1, n) + (pl, n)).

Note that we had to take the exceptional cases into account for which the product
χ1 . . . χs is the principal character.

We turn towards p ≤ k. When l ≤ max(γ, k) the conclusion is trivial. We
assume l > max(γ, k). But in this situation (36) holds as well. As above we obtain
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the vanishing condition for A(pl). In the non-vanishing situation (i.e. pl−v | n) we
have

plsA(pl) = pus(k−1)pl−v
pv∑

y=1, p-y

(Sy,pv)
se(−ynp−l)� pus(k−1)(pl, h).

This leads the desired bound immediately. �

With this at hand we can derive finer properties of the singular series.

Lemma 9.7. Suppose s ≥ 4. Then S(n) converges absolutely and is non-negative.
Further, if s ≥ max(5, k + 2), then S(n) � 1. If max(4, k) ≤ s < max(5, k + 2)
one still has S(n)� nε.

Proof. First note that the previous lemma implies
∞∑
l=1

A(pl)� np−(s−1)/2 � np−
3
2 . (37)

Thus, exploiting multiplicativity, we get∑
q≤Q

|A(q)| ≤
∏
p≤Q

(1 + Cp−
3
2 )n ≤ (C ′)n.

This yields absolute convergence and non-negativity is clear from the product
representation in terms of local densities.

We turn towards the claimed upper bounds. Let pθ‖n and write l = uk+v with
1 ≤ v ≤ k. Further define w by

w + us−min(l, θ) =


− s

2
if l ≤ θ and v = 1,

− s−1
2

if l > θ and v = 1,

−s if v 6= 1.

We have

A(pl)�

{
pw if l ≤ θ + max(k, γ),

0 else.

With this we can estimate
∞∑
l=1

|A(pl)| �

{
p−

3
2 if θ = 0, or θ ≥ 1 and s ≥ max(5, k + 2),

θ if θ ≥ 1 and s ≥ max(4, k).

The claimed estimates for the singular series follow directly from the Euler product

S(n) =
∏
p

(1 +
∞∑
l=1

A(pl)).

�

The final preliminary lemma is the following estimate.
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Lemma 9.8. Suppose s ≥ max(4, k + 1). Then∑
q≤Q

q
1
kA(q)� (nQ)ε.

Proof. Using the notation from the previous proof we obtain

p
l
kA(pl)�


θ if l ≤ θ,

p−1 if θ < l ≤ θ + max(k, γ),

0 if l > θ + max(k, γ).

Thus we obtain∑
q≤Q

q
1
k |A(q)| ≤

∏
p≤Q

(1 +
∞∑
l=1

p
l
k |A(pl)|) ≤ d(n)C

∏
p≤Q

(1 + C/p).

This already completes the proof. �

Completely analogously we can show that∑
q≤Q

q−tλ
q∑

a=1,
(a,q)=1

|Sa,q|t � Qε

whenever t ≥ max(4, k). Here we take λ = 0 if t ≥ k + 1 and λ = 1
k

if t = k.
We can now prove the following asymptotic evaluation of the major arc integral.

Theorem 9.9. Suppose that s ≥ max(5, k + 1). Then there is δ > 0 such that∫
M

T (α)se(−αn)dα =
Γ(1 + 1/k)s

Γ(s/k)
n
s
k
−1S(n) +O(n

s
k
−1−δ).

Proof. Take α ∈ Ma,q. We start by collecting some estimates. From T (α) =

V (α, a, q) +O(q
1
2

+ε) we obtain

T (α)s − V (α, a, q)s � q
s
2

+ε + q
1
2

+ε|V (α, a, q)|s−1.

Inserting this into the q-part of the major arc integral yields

q∑
a=1,

(a,q)=1

∫
Ma,q

T (α)se(−αn)dα =

q∑
a=1,

(a,q)=1

∫
Ma,q

V (α, a, q)se(−αn)dα

+O(P 1−kq
s
2

+ε + q
3
2
−s+ε

q∑
a=1,

(a,q)=1

|Sa,q|s−1

∫ 1
2

− 1
2

|v(β)|s−1dβ).
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Summing this over q � P yields∫
M

T (α)se(−nα)dα =
∑

0<q�P

q∑
a=1,

(a,q)=1

∫
Ma,q

V (α, a, q)se(−αn)dα + E ,

where we can estimate the error by

E � P 2+ s
2
−k+ε + P

3
4

+ε
∑
q≤P

q
3
4
−s+ε

q∑
a=1,

(a,q)=1

|Sq,a|s−1n
s−1
k
−1+ε � n

s
k
−1−δ.

Writing Na,q = [−1
2
, 1

2
] \ (Ma,q − a

q
) and estimating

q∑
a=1,

(a,q)=1

∫
Na,q

V (α, a, q)se(−αn)dα� |A(q)|
∫ ∞
q−1P 1−k

β−
s
kdβ � n

s
k
−1−δ (38)

allows us to enlarge the remaining major arc integral to [−1
2
, 1

2
]. Thus we have

seen that ∫
M

T (α)se(−nα)dα = S(n, P )I(n) +O(n
s
k
−1−δ),

for

S(m,P ) =
∑
q≤P

A(q) and I(m) =

∫ 1
2

− 1
2

v(β)se(−βm)dβ.

It is clear that we can replace the partial singular series S(m;P ) by the full one
S(m) by making a negligible error. The result follows by asymptotically evaluating
I(m) as we have seen it done before. �

9.3. Completion of the Proof of Theorem 9.1. We are now essentially done.
We get the asymptotic formula

Rs,k(n) =

∫
M

T (α)se(−nα)dα +

∫
m

T (α)se(−nα)dα

=
Γ(1 + 1

k
)s

Γ(s/k)
Ss,k(n)n

s
k
−1 + o(n

s
k
−1),

for

k2 − sk − s− 1

k + 1− s
< s0 ≤ k(k + 1).

The smallest possible choice for s within these constraints is

s0 = k2 + 1−max
s≤k

⌈
s
k − s− 1

k − s+ 1

⌉
.
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Since our earlier analysis showed that the singular series can be bounded from
below in this situation. Thus we get that every sufficiently large number is rep-
resented by a sum s0 positive kth powers. Therefore we must have G(k) ≤ s0 as
desired.

10. Exercises

Exercise Block 1. The goal of this exercise is recreate an (elementary) argument
due to M. A. Lukomskaja and proof the following theorem due to van der Waerden.

Theorem 10.1 (Van der Waerden). Let k, l be two arbitrary natural numbers.
Then there is an integer n = n(k, l) such that the following holds. If any piece
of the natural numbers of length n (i.e. [a, a + n] ∩ N for a ∈ N) is decomposed
into k arbitrary (sub)-sets, then at least one of these k sets contains an arithmetic
progression of length l.

The proof proceeds by induction on l and it is an exercise to fill in the details
of the following steps.

a) Show the statement for l = 2.

From now on we assume that the statement folds for some l ≥ 2 and put l′ = l+1.
We also set q0 = 1 and n0 = n(k, l). Now we make the following inductive
construction:

qs = 2ns−1qs−1, and ns = n(kqs , l)

for s ≥ 1. To conclude the induction step we will establish that n(k, l + 1) = qk.

b) Put ∆ = [a, a+ qk] ∩ N for some a ∈ N and decompose it in k disjoint sets

∆ = S1 ∪ . . . ∪ Sk.
we can interpret this as equivalence relation and write a ∼ b if and only
if a, b ∈ Si for some 1 ≤ i ≤ k. Two intervals I, J ⊂ ∆ of successive
integers with the same cardinality (i.e I = {b, b + 1, . . . , b + r} and J =
{c, c+1, . . . , c+r}) are called equivalent if a+ i ∼ c+ i for all i = 0, 1, . . . , r.
Construct l′ sets ∆1, . . . ,∆l′ of successive integers with cardinality qk−1 such
that

i. The minimal elements ai ∈ ∆i form an arithmetic progression of length
l′. (For later reference we set d1 = ai − ai−1.)

ii. The sets ∆1, . . . ,∆l are all equivalent.
c) Continue this construction to find integers ∆i1,...,ik ∈ ∆ with indices 1 ≤
i1, . . . , ik ≤ l′ with the following properties

i. ∆i1,...,ik ∼ ∆j1,...,jk for 1 ≤ i1, . . . , ik, j1, . . . , jk ≤ l.
ii. For s < k, 1 ≤ i1, . . . , is, j1, . . . , js ≤ l and 1 ≤ is+1, . . . , ik ≤ l′ we have

∆i1,...,is,is+1,...,ik ∼ ∆j1,...,js,is+1,...,ik .
iii. For s < k, 1 ≤ i1, . . . , ik ≤ l′ and i′s = is+1 ≤ l′ we have ∆i1,...,i′s,is+1,...,ik−

∆i1,...,is,is+1,...,ik = ds. Where ds is some natural number. (Recall that
d1 is fixed above.)
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d) Use the numbers constructed above to find an arithmetic progression of
length l′ which lies completely on one of the sets Si (i.e. all terms of the
arithmetic progression are equivalent). Hint: Consider the numbers

a0 = ∆l′,l′,...,l′ , a1 = ∆1,l′,...,l′ , . . . , ak = ∆1,1,...,1.

Solution: To see a.) we put n(k, 2) = k+1. Then we observe that if we decompose
k+ 1 integers in k sets there is at least one set with 2 elements. We are done since
any 2 integers form an arithmetic progression of length 2.

We turn to b.). First note that there are at most km equivalence classes of
intervals of length m in ∆. The trick is to decompose the first half of ∆ in
at most kqk−1 equivalence classes of intervals of length qk−1. Note that the first
half of ∆ is an interval of length nk−1 = n(kqk−1 , l), so that we can apply the
induction hypothesis to find an arithmetic progression of length l which are the
first elements of intervals ∆1, . . . ,∆l with qk−1 elements of the same type. We add
the last interval ∆l′ artificially.

The idea behind c.) is pretty clear. We apply the same argumentation as in b.)
to each of the intervals ∆i1 producing intervals ∆i1,i2 for 1 ≤ i2 ≤ l. We add the
final interval ∆i1,l′ of length qk−1 artificially. We continue this procedure till we
have ]∆i1,...,ik = q0 = 1 and we identify these sets of one elements with the element
contained. To check the properties i, ii and iii is no only a matter of unraveling
the notation.

Finally we come to d.). As the hint suggests we look at the k + 1 numbers
a0, . . . , ak. The pigeon hole principle tells us that there is r < s such that ar and
as are in the same set (i.e. equivalent). We now define

ci = ∆1, . . . 1︸ ︷︷ ︸
r times

,i, . . . , i︸ ︷︷ ︸
s−r times

,l′, . . . , l′︸ ︷︷ ︸
k−s

.

for 1 ≤ i ≤ l′. We claim that this is the desired arithmetic progression of length
l′ of the same type. Indeed the first c1 ∼ c2 ∼ . . . ∼ cl by construction. But
cl′ = ar ∼ as = c1. So that they are all equivalent. We still have to check that
the distance between two consecutive elements ci and Ci+1 remains constant as i
varies. To do so put

ci,m = ∆1, . . . 1︸ ︷︷ ︸
r times

,i′, . . . i′︸ ︷︷ ︸
m times

, i, . . . , i︸ ︷︷ ︸
s−r−m times

,l′, . . . , l′︸ ︷︷ ︸
k−s

(39)

for 0 ≤ m ≤ s − r. Of course ci,0 = ci and ci,s−r = ci′ = ci+1. Note that by
construction we have ci,m − ci,m+1 = dr+m. By the telescoping trick we have

ci+1 − ci =
s−r∑
m=1

(ci,m − ci,m−1) = dr+1 + . . .+ ds.

Since the latter is independent of i the proof is concluded.
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Exercise Block 2. It should be well known (for example from algebraic number
theory) when the equation

n = x2 + y2

is soluble over the integers. Furthermore, if n can be expressed as a sum of two
squares, the number of ways in which this can be achieved is well understood. Our
goal is to give another proof of the following theorem due to Lagrange.

Theorem 10.2 (Lagrange). For every n ∈ N we can solve

n = x2
1 + x2

2 + x2
3 + x2

4

with (x1, x2, x3, x4) ∈ Z4
≥0.

It is an exercise to complete the proof using the following steps.

a) Show the following identity due to Euler:

(x2
1 + x2

2 + x2
3 + x2

4)(y2
1 + y2

2 + y2
3 + y2

4)

= (x1y1 + x2y2 + x3y3 + x4y4)2 + (x1y2 − x2y1 + x3y4 − x4y3)2

+ (x1y3 − x3y1 + x4y2 − x2y4)2 + (x1y4 − x4y1 + x2y3 − x3y2)2.

b) Show that for every p > 2 there is 1 ≤ m < p such that

mp = x2
1 + x2

2 + x2
3 + x2

4

is soluble over the (non-negative) integers. (Hint: Find 0 ≤ x, y ≤ p−1
2

such
that x2 ≡ −1− y2 mod p.)

c) Show that for every p the equation

p = x2
1 + x2

2 + x2
3 + x2

4

is soluble over the (non-negative) integers. (Hint: Take m to be the minimal
natural number satisfying b.). Then argue by contradiction.)

d) Finish the proof of Lagrange’s theorem.

Note that the theorem of Lagrange has a strengthening which is due to Ja-
cobi. Indeed one can actually prove the explicit expression for the representation
numbers:

r(n) = ]{(x1, . . . , x4) ∈ Z4 : n = x2
1 + . . .+ x2

4} = 8
∑
m|n,
4-m

m.

This can be proved elementary but also has a very nice proof using modular forms.

Solution: Part a.) can be seen by brute force.
To see part b.) we proceed as follows. We first claim that there is a pair (x, y)

such that

x2 ≡ −1− y2 mod p and |x|, |y| < p

2
.
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To see this we look at the sets

A = {x2 : 0 ≤ x ≤ p− 1

2
} and B = {−1− y2 : 0 ≤ y ≤ p− 1

2
}.

The elements of set A (and similarly of set B) are pairwise incongruent modulo p.
(Indeed x2

1 ≡ x2
2 mod p would imply p | (x1 − x2)(x1 + x2), which is impossible.)

Since ](A ∪B) = p+ 1, the claim follows from the pigeon hole principle. But this
implies x2 + y2 + 1 ≡ 0 mod p. The latter can be rewritten as

x2 + y2 + 11 + 02 = mp

for m ∈ Z. We complete this part of the exercise by observing

0 < mp <
p2

4
+
p2

4
+ 1 < p2.

Turning to part c.) we observe that the statement is obviously true for p = 2.
For p > 2 let m = m(p) be the smallest (positive) number such that

m · p = x2
1 + x2

2 + x2
3 + x2

4.

Suppose m > 1. We first show that m must be odd. Note that mp ≡ 0 mod 2
implies (after renaming the xi’s if necessary) that x1 +x2 ≡ 0 mod 2 and x3 +x4 ≡
0 mod 2. But then we can write

m

2
· p =

(
x1 + x2

2

)2

+

(
x1 − x2

2

)2

+

(
x3 + x4

2

)2

+

(
x3 − x4

2

)2

,

which contradicts minimality of m. Thus m must be odd. Take −m−1
2
≤ yi ≤ m−1

2
such that yi ≡ xi mod m for i = 1, 2, 3, 4. We obtain the congruence

y2
1 + y2

2 + y2
3 + y2

4 ≡ 0 mod m.

If m | xi for i = 1, 2, 3, 4, then m | p which implies m = 1 and we would be done.
Thus, not all yi, i = 1, 2, 3, 4 can be 0 and we find n > 0 such that

y2
1 + y2

2 + y2
3 + y2

4 = m · n.
A trivial estimate shows that mn < m2 such that m < n. By Euler’s identity we
get

m2np = (mn) · (mp) = (x2
1 + x2

2 + x2
3 + x2

4)(y2
1 + y2

2 + y2
3 + y2

4)z2
1 + z2

2 + z2
3 + z2

4 ,

for

z1 = x1y1 + x2y2 + x3y3 + x4y4,

z2 = x1y2 − x2y1 + x3y4 − x4y3,

z3 = x1y3 − x3y1 + x4y2 − x2y4 and

z4 = x1y4 − x4y1 + x2y3 − x3y2.

One checks that m | zi for i = 1, 2, 3, 4. Thus we get

np =
(z1

m

)2

+
(z2

m

)2

+
(z3

m

)2

+
(z4

m

)2

,
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which contradicts the minimality of m.
Finally d.) follows easily from Euler’s identity (see a.)) and the fundamental

theorem of arithmetic.

Exercise Block 3. We still need to fill in some details left out in our proof of
the transformation behaviour of the Dedekind-eta-function. Recall that we had
defined the Dedekind sum:

s(d, c) =
∑
o≤x<c

x

c
(
dx

c
−
[
dx

c

]
− 1

2
).

Prove the following facts about the group SL2(Z) as well as the sum s(d, c):

a) The group SL2(Z) is generated by the matrices T, S.
b) For (c, d) = 1 we have

s(d, c) =
∑

x mod c

((
x

c
))((

dx

c
)),

with

((x)) = δx 6∈Z · (x− [x]− 1

2
).

c) s(d, c) satisfies the following properties:
• s(±d+mc, c) = ±s(d, c);
• If d is the inverse of d modulo c, then s(d, c) = s(d, c).
• If d2 ≡ −1 mod c, then s(d, k) = 0.

d) Show the reciprocity formula in the form

12cd(s(d, c) + s(c, d)) = c2 + d2 − 3cd+ 1.

for c, d > 0.

Solution: We start with a). Note that S2 = −12 ∈ SL2(Z) and Tm =

(
1 m
0 1

)
.

Now suppose we have γ =

(
a b
c d

)
∈ SL2(Z). Without loss of generality we can

assume c > 0. Indeed if c = 0, then γ = ±Tm for some m and we are done. If
c < 0 we can replace γ by −γ. Further, we set

γ′ = Tmγ =

(
a+ cm b+ dm

c d

)
=

(
a′ b′

c′ d′

)
.

By choosing m appropriately we can arrange that −c < a′ ≤ 0. We then observe
that

γ′′ = Sγ′ =

(
c′ d′

−a′ −d′
)

=

(
a′′ b′′

c′′ d′′

)
.

We have set things up so that 0 ≤ c′′ = −a′ < c. Thus we have reduced the size
of the lower left entry. Continuing this procedure allows us to reach the situation
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c′′ = 0 after finitely many steps.

We turn towards b). We first observe that ((x)) is odd and of period 1. Thus we
have ∑

xmodc

((
x

c
)) = 0.

By a change of variables in the sum this leads to∑
xmodc

((
dx

c
)) = 0 for (d, c) = 1.

We compute∑
x mod c

((
x

c
))((

dx

c
))
∑

x mod c

(
x

c
− 1

2
)((
dx

c
)) =

c−1∑
x=1

x

c
((
dx

c
)) = s(d, c).

Starting from b) it is not hard to derive c). Indeed the first two bullet points
follow directly from the periodicity and oddness of ((·)). The final bullet point is
not much harder since d2 ≡ −1 mod c implies d ≡ −d mod c. We can thus simply
apply the first two points.

The most difficult part is d), which we treat now. Note that this reciprocity
formula was first derived from the functional equation of the Dedekind eta function
(or more precisely log(η(z))). However, since we use the reciprocity result to
deduce the transformation behaviour we will discuss a purely arithmetic proof
here. We first compute

c−1∑
x=1

((
dx

c
))2 =

∑
x mod c

((
dx

c
))2

∑
x mod c

((
x

c
))2 =

c−1∑
x=1

(
x

c
−1

2
)2 =

1

c2

c−1∑
x=1

x2−1

c

c−1∑
x=1

x+
1

4

c−1∑
x=1

1.

On the other hand we have

c−1∑
x=1

((
dx

c
))2 =

c−1∑
x=1

(
dx

c
−
[
dx

c

]
− 1

2
)2

=
c−1∑
x=1

(
d2x2

c2
+

[
dx

c

]2

+
1

4
− dx

c
+

[
dx

c

]
− 2dx

c

[
dx

c

]
)

= 2d
c−1∑
x=1

x

c

(
dx

c
−
[
dx

c

]
− 1

2

)
+

c−1∑
x=1

[
dx

c

]([
dx

c

]
+ 1

)
− d2

c2

c−1∑
x=1

x2 +
1

4

c−1∑
x=1

1.

Combining these two identities we obtain

2d · s(d, c) +
c−1∑
x=1

[
dx

c

]([
dx

c

]
+ 1

)
=
d2 + 1

c2

c−1∑
x=1

x2 − 1

c

c−1∑
x=1

x. (40)
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We set
[
dx
c

]
= v − 1 and observe that possible values for v are v = 1, 2, . . . , d.

Further put

N(v) = ]{x :

[
dx

c

]
= v − 1}.

Thus we can write
c−1∑
x=1

[
dx

c

]([
dx

c

]
+ 1

)
=

d∑
v=1

(v − 1)v ·N(v).

We investigate N(v). Note that x contributes to N(v) if v − 1 < dx
c
< v. We

rewrite this as
c(v − 1)

d
< x <

cx

d
.

We conclude that

N(v) =


[
cv
d

]
−
[
c(v−1)
d

]
if 1 ≤ v ≤ d− 1,

c− 1−
[
c(d−1)
d

]
if v = d.

With this at hand we compute
c−1∑
x=1

[
dx

c

]([
dx

c

]
+ 1

)

=
d∑
v=1

(v − 1)v

([cv
d

]
−
[
c(v − 1)

d

])
− d(d− 1)

=
d−1∑
v=1

[cv
d

]
((v − 1)v − v(v + 1)) + cd(d− 1)− d(d− 1)

= −2
d−1∑
v=1

v
[cv
d

]
+ d(d− 1)(c− 1).

Finally we compute

2ds(c, d) = 2
d−1∑
v=1

v

(
cv

d
−
[cv
d

]
− 1

2

)
= −2

d−1∑
v=1

v
[cv
d

]
+

2c

d

d−1∑
v=1

v2 −
d−1∑
v=1

v.

Inserting this above yields

c−1∑
x=1

[
dx

c

]([
dx

c

]
+ 1

)
= 2d · s(c, d)− 2c

d

d−1∑
v=1

v2 +
d−1∑
v=1

v + d(d− 1)(c− 1).

In view of (40) and multiplying with 6c we get

13cd·s(d, c)+12cd·s(c, d) = 6
d2 + 1

c

c−1∑
x=1

x2−6
c−1∑
x=1

x+
12c2

d

d−1∑
v=1

v2−6c
d−1∑
v=1

v−6cd(d−1)(c−1).
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Recall the formulae
c−1∑
x=1

x =
(c− 1)c

2
and

c−1∑
x=1

x2 =
(c− 1)c(2c− 1)

6
.

Inserting these evaluations we get

13cd · s(d, c) + 12cd · s(c, d)

= (d2+1)(c−1)(2c−1)−3(c−1)c+2c2(d−1)(2d−1)−3cd(d−1)−6cd(d−1)(c−1).

We are done after multiplying out the right hand side.

Exercise Block 4. We consider some standard techniques that are frequently
used in number theory. Show the following:

a) (Dirichlet Approximation) For every real number α and every N ∈ N,
there is 1 ≤ q ≤ N and a ∈ Z such that |α− a

q
| < 1

qN
.

b) (Divisor bound) Show that d(n) =
∑

d|n 1�ε n
ε for all ε > 0.

c) (Partial summation) Let y ∈ N and x ∈ R with y < x. For g ∈ C1([y, x])
we have ∑

y≤n≤x

f(n)g(n) = Sf (y, x)g(x)−
∫ x

y

Sf (y, z)g
′(z)dz.

d) (Useful Fourier series) For α 6∈ Z we have

{α} − 1

2
=

∑
06=|m|≤M

e(−mα)

2πim
+O(

1

M‖α‖
).

Solution: To prove a) we consider the N + 1 real numbers

0, 1, {α}, {2α}, . . . , {(N − 1)α}
all lying in the interval [0, 1]. Now we divide the [0, 1] in N disjoint sub-intervals
of length N−1. For example the intervals [ i−1

N
, i
N

) for i = 1, . . . , N1 and [N−1
N
, 1].

By the pigeon hole principle two of the numbers considered above must lie in the
same interval. But then by definition of the bracket {x} = x− bxc the difference
of these two numbers is of the shape qθ − p, where q ≤ N . Since the difference is
obviously bounded by 1

N
we are done after dividing by q.

We turn to b) and write n =
∏

p p
lp . Then d(n) =

∏
p(lp + 1). We get

d(n)

nε
=
∏
p|n

lp + 1

pεlp
≤
∏
p|n,
p<2

1
ε

lp + 1

pεlp
.

Indeed this follows since p ≥ 2
1
ε implies

pεlp ≥ 2lp = (1 + 1)lp ≥ lp + 1.
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We continue our estimate as follows

d(n)

nε
≤
∏
p|n,
p<2

1
ε

lp + 1

2εlp
≤
∏
p|n,
p<2

1
ε

lp + 1

εlp log(2)
≤
∏
p|n,
p<2

1
ε

2

ε log(2)
� 1.

To prove c) we use the fundamental theorem of calculus and get

Sf (y, x)g(x)−
∑
y≤n≤x

f(n)g(n) =
∑
y≤n≤x

f(n)(g(x)− g(n))

=
∑
y≤n≤x

f(n)

∫ x

n

g′(ξ)dξ =

∫ x

y

g′(ξ)
∑
y≤n≤ξ

f(n)dξ.

Finally we turn to d). Without loss of generality we assume 0 < α ≤ 1
2
. We

observe that, for m 6= 0, we have∫ 1
2

α

e(−mt)dt =
(−1)m+1

2πim
+
e(−αm)

2πim
.

Summing up this identity and completing the geometric series in the integral yields∑
0 6=|m|≤M

e(−mα)

2πim
− α +

1

2
=

∫ 1
2

α

∑
|m|≤M

e(mt)dt =

∫ 1
2

α

sin((2M + 1)πt)

sin(πt)
dt.

By the mean value theorem we get∑
06=|m|≤M

e(−mα)

2πim
− α +

1

2
=

∫ ξ

α

sin((2M + 1)πt)

sin(πα)
dt.

This implies the result by estimating the integral trivially and using the bound
sin(πα)−1 ≤ ‖α‖−1.

Exercise Block 5. In the elementary proof of Hilbert’s theorem actually a slightly
more general problem was considered. Indeed, fix a (monic) polynomial f of degree
n. Write

rk,f (m) = {x ∈ (N0)k : f(x1) + . . .+ f(xk) = m}.

Use the circle method to obtain an asymptotic formula for this generalised repre-
sentation number.

Solution: We write F (x) = f(x1) + . . .+ f(xk)−m. Note that large bits of the
argument will work for a general polynomial of degree n in k-variables as soon as
k is sufficiently large compared to n.
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Consider the box B = [0, X]k for X = dm 1
n e. As before we make the Ansatz

rk,f (m) =

∫ 1

0

 ∑
x∈B∩Nk0

e(αF (x))


︸ ︷︷ ︸

=SF (α)

dα.

For P ≥ 2Q ≥ 2 we consider the major arcs

M = {α : |α− a

q
| ≤ 1

qP
, q ≤ Q and (a, q) = 1}.

First we observe that the intervals of M centred at different rational points a
q

do not overlap. The minor arcs are as usual the compliment of the major arcs
m = [0, 1] \M.

We start by treating the exponential sum on the minor arcs. For α ∈ [0, 1] we
set

Sf (α) =
∑

0≤n≤X

e(αf(x)).

Note that by the construction of F we have SF (α) = Sf (α)ke(−αm). Our obser-
vation is, that Weyl’s bound for exponential sums applies to this setting as before
and we can bound

Sf (α)� X1+ε

(
1

Q
+

1

X
+

P

Xn

)21−n

.

This yields the minor arc bound

|
∫
m

SF (α)dα| ≤ max
α∈m
|SF (α)k| � Xn+ε

(
1

Q
+

1

X
+

P

Xn

)k21−n

.

We choose Q = X
1
4 and P = Xn− 1

3 , so that for k ≥ n2n+1 have∫
m

SF (α)dα� Xk−n−δ � m
k
n
−1−δ′ .

for some small δ > 0.
We turn to the major arc case. For α ∈M near a

q
we put β = α− a

q
. One writes

SF (α) =
∑

u mod q

e(
a

q
F (u))

∑
x∈B∩Nk0 ,

x≡u mod q

e(βF (x)).

We want to replace the x-sum by the integral

Bf (β) =

∫
B
e(βF (x))dx.
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To do so we note that for our choice of P (actually P �f X
n−1 would do the job)

one has

| ∂
∂xv

f(x)| ≤ P

2
for 1 ≤ v ≤ k and x ∈ B.

Thus applying Lemma 5.3 in each variable we get∑
x∈B∩Nk0 ,

x≡u mod q

e(βF (x)) = q−kBF (β) +O((1 +X/q)k−1).

Since the integral is independent of u we get

SF (α) = BF (β)CF (
a

q
) +O(q(q +X)k−1),

for the complete sums6

CF (
a

q
) = q−k

∑
u mod q

e(
a

q
F (u)).

Note the trivial bound CF (a
q
) ≤ 1.

Integrating this expression over the major arcs yields∫
M

SF (α)dα =
∑
q≤Q

cF (q)

∫
|β|≤(qP )−1

BF (β)dβ +O(P−1Q2(Q+X)k−1).

Here

cF (q) = q−k
?∑

a mod q

∑
u mod q

e(
a

q
F (u)).

We will now replace the integral by

VF (B) =

∫
R
BF (β)dβ.

Put γ = k
n
− 1. Using the special shape of F one obtains the standard bound

BF (β)� (βXn)−1−γXk.

This immediately provides the estimate∫
|β|≤(qP )−1

BF (β)dβ = VF (B) +O((qPX−n)γXk−n).

Further, using Weyl’s bound (Lemma 5.1) we get

CF (
a

q
)� q−k21−n+ε.

6Note that in our special case this k-dimensional sum factors in 1 dimensional ones. More
precisely CF (a

q ) = Cf (a
q )k in the obvious notation.
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In particular cF (q)� q1−k21−n+ε. For k large, say k > n2n, we have cF (q)� q−1−η

for some η > 0. Setting SF =
∑∞

q=1 cF (q) we get∑
q≤Q

cF (q) = SF +O(Q−η).

Thus we have seen that∫
M

SF (α)dα = SFVF (B) +O((Q−η +Q2(QPX−n)γ)Xk−n)︸ ︷︷ ︸
=O(Xk−n−δ)

.

Recall our choice of Q and P from the minor arc estimate to control the error
term.

It remains to treat singular series and singular integral appropriately. We start
with the singular series. First observe that∑

a mod q

?
e(
a

q
F (u)) =

∑
d|q, d|F (q)

µ(
q

d
)d.

Inserting this in the definition of cF (q) we get

cF (q) = q−k
∑
d|q

µ(
q

d
)d · (]{u mod q : F (u) ≡ 0 mod d}).

If dk−1wF (d) is the number of solutions to the congruence F (x) ≡ 0 mod d, then
we have found

cF (q) = µ(
q

d
)wF (d) = [µ ? wF ](q).

In particular µ and wF are multiplicative, so that cF is multiplicative. This allows
us to write

cF (q) =
∏
pα‖q

(wF (pα)− wF (pα−1)).

Inserting this in the singular series yields

SF =
∏
p

(1 +
∞∑
α=1

(wF (pα)− wF (pα−1)) =
∏
p

δF (p).

This can be seen as a definition of δF (p), but we see straight away that

δF (p) = lim
α→∞

wF (pα).

We turn towards the singular integral. We will do so using the formula∫
R

sin(2πβV )

πβ
e(βy)dβ = δ|y|<V for y 6= V.
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With this at hand we can compute

VF (B) =

∫
R
BF (β)dβ

=

∫
R

sin(2πβV )

2πβV
BF (β)dβ +O(

∫ T

0

βV |BF (β)|dβ +

∫ ∞
T

(βV )−1|BF (β)|dβ)

=
1

2V
]{x ∈ B : |F (x)| ≤ V }+O((TV + (TV )−1)(TXn)−γXk−n).

Here we used our bound on BF (β) as well as the estimates

sin(2πθV ) = 2πθV +O(θ2V 2) and sin(2πθV )� 1.

We choose T = V −1 and recalling that γ = k
n
− 1 we get

VF (B) =
1

2V
]{x ∈ B : |F (x)| ≤ V }+O(V γ).

In particular one could take the limit V → 0 to get a clean formula for the singular
integral. For our specific case we can take this computation one step further.
Combining the above formula for VF (B) with the easy bound VF (B) � Xk−n we
get

]{x ∈ B : |f(x1) + . . .+ f(xk)−m| ≤ U} � UXk−n for any U > 0.

Since f is monic we have the approximation f(x) = xn +O(Xn−1). This gives

VF (B) =
1

2U
]{x ∈ B : |xn1 + . . .+ xnk −m| ≤ U}+O(U−1Xk−1 + (UX−n)γXk−n).

Choose U = Xk− 1
γ+1 and find

VF (B) = V (m) +O(m
k
n
−1−δ).

But V (m) is the same singular integral we evaluated for the classical Waring
Problem.

Combining everything we have seen that

rk,f (m) = Cn,kSF (m)m
k
n
−1 +O(m

k
n
−1−δ)

for some δ > 0 and k > n2n. Here we have Cn,k = Γ(1 + 1
n
)kΓ( k

n
)−1 and

SF (m) =
∏
p

δF (p).

This asymptotic formula becomes only useful if enough information (such as
good lower bounds) on the singular series is available. This can be very hard in
general. For the special F under consideration here this is doable but we omit the
details.
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Exercise Block 6. So far we have estimated exponential sums (for example using
Weyl’s inequality) and we have evaluated/estimated certain complete character
sums (for example Gauß sums). Throughout this exercise we will focus a little
more on complete character sums.

Let us start by looking at the general sum

S(f ; q) =
∑

x mod q

e
(
f(x)q−1

)
,

for q ∈ N and f ∈ Z[X]. Note that one could include a Dirichlet character
modulo q as well as rational functions f ∈ Z(X), but for our purposes this level
of generality suffices.

a) Suppose q = rs with (r, s) = 1. Show that

S(f ; q) = S(sf ; r)S(rf ; s).

Here s is the inverse of s modulo r and similarly r is the inverse of r modulo
s.

This reduces the problem of understanding sums S(f ; q) for prime powers q = pl.
Now there are two situations which turn out to be very different in nature. First,
if l = 1, then we are dealing with sums over finite fields. In this case Weil,
using methods from algebraic geometry, and later (Bombieri)-Stephanov, using
elementary methods involving auxiliary polynomials, showed the incredible bound

S(f ; p) ≤ (deg(f)− 1)
√
p.

This shows square root cancellation in the complete sum and is essentially the best
one can hope for. We will take this estimate for granted in what follows.

On the other hand, if l > 1, there are elementary techniques to handle the
sums in question. These resemble the method of stationary phase as known from
analysis.

b) Write l = 2k + ρ > 1. Define the Gauß sum

Gp(a, b) =
∑

x mod p

e((ax2 + bx)p−1).

Show that

S(f ; pl) = pk
∑

y mod pk,
f ′(y)≡0 mod pk

e(f(y)p−2k−ρ) ·

{
1 if ρ = 0,

Gp(
1
2
f ′′(y), f

′(y)
p−k

) if ρ = 1.
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For (2ab, p) = 1 we can reduce Gp(a, b) to the classical Gauß sum by completing
the square.7 One then obtains the evaluation

Gp(a, b) = εp
√
p

(
a

p

)
e(−4b

(
f ′(y)

pk

)2

p−1).

The upshot of this evaluation is that if the polynomial equation f ′(y) ≡ 0 mod pk

is well behaved, then we get essentially square root cancellation.
To end this exercise block we will put these tools to good use.

c) Suppose (a, q) = 1, then

Sk(a, b; q) =

q∑
x=1

e((axk + bx)q−1)�k,ε q
1
2

+ε(q, b).

Note that this relies on Weil’s bound for exponential sums claimed above. One
can proof weaker bounds without it. For example, if k = 3, Davenport proved
S3(a, b; q)� q

2
3 in a more elementary fashion.

Solution: To see a) we write

1

q
≡ s

r
+
r

s
mod 1.

Since f has integer coefficients we end up with

S(f ; q) =
∑

x mod q

e
(
sf(x)r−1

)
e
(
rf(x)s−1

)
.

The claim follows from the Chinese Remainder Theorem.
We turn to b). We write the summation variable x as

x = y + zpk for y ∈ Z/pkZ and z ∈ Z/pk+ρZ.

Taylor expanding f at y yields

f(x) ≡ f(y) + f ′(y)zpk +
1

2
f ′′(y)z2p2k mod p2k+1.

This leads to

S(f ; q) =
∑

y mod pk

e(f(y)p−2k−ρ)
∑

z mod pk+ρ

e(f ′(y)zp−k−ρ +
1

2
f ′′(y)z2p−ρ).

Here one takes a closer sum at the inner sum. First, if ρ = 0, Then we get∑
z mod pk+ρ

e(f ′(y)zp−k−ρ +
1

2
f ′′(y)z2p−ρ) =

∑
z mod pk

e(f ′(y)zp−k−ρ) = pkδf(y)≡0 mod pk

7If p | b, completing the square is not necessary and one can simply drop the exponential in
the evaluation below.
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by character orthogonality. On the other hand, if ρ = 1, then we proceed as follows∑
z mod pk+ρ

e(f ′(y)zp−k−ρ +
1

2
f ′′(y)z2p−ρ)

=
∑

z′ mod p

e(f ′(y)zp−k−1 +
1

2
f ′′(y)z2p−1)

∑
w mod pk

e(f ′(y)wp−k)

= pkδf ′(y≡0 mod pk)

∑
z′ mod p

e(f ′(y)zp−k−1 +
1

2
f ′′(y)z2p−1).

We recognise the remaining z′-sum as a Gaußsum and the argument is complete.
Finally we turn towards c). According to a) it is enough to study Sk(a, b; p

l).
Now if l = 1, we get

Sk(a, b; p) ≤ (k − 1)
√
p�k p

1
2

+ε(p, b)

from Weil’s bound. Thus we can assume l > 1. We write pθ for the largest power
of p dividing b and set l = 2k+ρ. Note that if θ ≥ k+ρ (including the case b = 0),
then the estimate is trivial. Since the implicit constant may depend on k we can
also assume that τ < l

2
for pτ‖k.

We first consider even l (i.e. ρ = 0). According to 2) we need to solve the
congruence

kayk−1 + b ≡ 0 mod pk.

Let N denote the number of solutions (mod pk) to this congruence. Then we have

Sk(a, b; p
l)� Npk.

If the congruence is insoluble, then we are done. This happens unless θ ≥ τ and
(k − 1) | θ − τ , which we assume from now on. We put λ = (θ − τ)/(k − 1) and
y = pλw so that the new congruence to consider is

(kp−τ )awk−1 + (bp−θ) ≡ 0 mod pk−θ

for 1 ≤ w ≤ pk−λ. If k − λ ≤ k − θ we are done since N � 1. Otherwise we have
N � pk−λ−(k−θ) = pθ−λ and we are done.

We turn towards the situation of odd l (i.e. ρ = 1). Note that for f(y) = axk+bx
we have 1

2
f ′′(y) = a

(
k
2

)
. Thus, if p |

(
k
2

)
, then the Gauss sum reads

Gp(
1

2
f ′′(y),

f ′(y)

p−k
) =

∑
x mod p

e(
f ′(y)

p−k
p−1) = p · δ

p| f
′(y)
p−k

.

We obtain

Sk(a, b; p
l) = pk+1

∑
y mod pk,

f ′(y)≡0 mod pk+1

e(f(y)p−2k−ρ) (41)
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One can complete the proof similar as above by counting solutions to the congru-
ence condition. (Here we use that the implicit constant depends on k to absorb
the additional factor of p.)

Finally look at p -
(
k
2

)
. Here we still have to consider two cases. First we look

at those y with p | y. In these cases the Gauß sum again reduces to a linear sum
and we can argue as earlier. Thus it remains to look at those y with p - y. For
those we have square root cancellation in the Gauß sum so that

Sk(a, b; p
l) ≤ pk+ ρ

2 ]{y mod pk : akyk−1 + b ≡ 0 mod pk}.

Note that this has only solutions with p - y if τ = θ. We can count solutions as
usual to conclude the proof and the exercise.

Exercise Block 7. We have tried to sketch the derivation of Vinogradov’s main
conjecture from certain decoupling inequalities. Another approach mainly devel-
oped by T. Wooley is based on the so called efficient congruencing method. This
approach is more number theoretic in nature and has many nice features as well.
Nowadays its understood that efficient congruencing can be seen as p-adic version
of decoupling. The case k = 3 case of the main conjecture was actually established
by T. Wooley via his method before the seminal work of Bourgain-Demeter-Guth
saw the light of day. In this exercise we explore the efficient congruencing method
following the excellent exposition of Heath-Brown (see [He]).

Recall that Js,k(X) is defined to count the number of solutions to

xj1 + . . .+ xjs = xjs+1 + . . .+ xj2s for 1 ≤ j ≤ k (42)

with 1 ≤ x1, . . . , x2s ≤ X. We want to prove the following critical case of Vino-
gradov’s main conjecture for k = 3:

J6,3(X)� X6+ε.

We start by introducing some notation. As usual we write

f(α) =
∑
x≤X

e(α1x+ . . .+ αkx
k) so that Js,k(X) =

∫
(0,1]k
|f(α)|2sdα.

For a fixed prime p ≥ 5 and a positive exponent a we write

fa(α, ξ) =
∑
x≤X,

x≡ξ mod pa

e(α1x+ . . .+ αkx
k).

We put

Im(X; ξ, η; a, b) =

∫
(0,1]k
|fa(α, ξ)|2m|fb(α, η)|2(s−m)dα
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It will be helpful to observe that this counts solutions to (42) with the additional
conditions

xi ≡ ξ mod pa for 1 ≤ i ≤ m and s+ 1 ≤ i ≤ s+m and

xi ≡ η mod pb for m+ 1 ≤ i ≤ s and s+m+ 1 ≤ i ≤ 2s.

Note that I0(X; ξ, η; a, b) is obviously independent of ξ and a. We define

Im(X; a, b) = max
η 6≡ξ mod p

Im(X; ξ, η; a, b) and I0(X; a, b) = max
η mod p

I0(X; ξ, η; a, b).

We also shorthe notation and write J(X) = J6,3(X). It is now an exercise to prove
the following preliminary lemmata:

a) If pb ≤ X we have

I0(X; a, b) ≤ J(2Xp−b).

b) If p ≤ X we have

J(X)� pJ(2Xp−1) + p12I2(X; 1, 1).

c) We have

I2(X; a, b) ≤ I2(X, b, a)
1
3 I1(X; a, b)

2
3 .

d) If pb ≤ X we have

I1(X; a, b) ≤ I2(X; b, a)
1
4J(2Xp−b)

3
4 .

e) We have

I1(X; a, b) ≤ p3b−aI1(X; 3b, b)

if 1 ≤ a ≤ 3b.
f) If 1 ≤ a ≤ b we have

I2(X; a, b) ≤ 2bp4(b−a)I2(X; 2b− a, b).
g) If 1 ≤ a ≤ b and pb ≤ X we have

I2(X; a, b) ≤ 2bp−10a/3+14b/3I2(X; b, 2b− a)
1
3 I2(X; b, 3b)

1
3J(2Xp−b)

1
2 .

With these results at hand we can continue the proof. The lower bound from
the diagonal as well as the trivial upper bound tell us

X6 � J(X)� X12.

We define
∆ = inf{δ ∈ R : J(X)� 6 + δ for X ≥ 1}.

Of course if we show ∆ = 0, then the proof is complete. We note that

I2(X; a, b) ≤ J(X)� X6+ε+∆ ≤ X6+ε+∆p−2a−4bp3(3b−a).

The latter holds for a ≤ b. Starting from this we will argue by induction and show
that

I2(X; a, b)�ε,a,b,n X
6+∆+εp−2a−4bp(3−n∆/6)(3b−a), (43)
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for 1 ≤ a ≤ b and p3nb ≤ X. Suppose this is done. Then we apply it with a = b = 1
and choose p in

1

2
X

1
3n ≤ p ≤ X

1
3n .

Note that if we want p ≥ 5, then this is possible for X ≥ 103n by Bertrand’s
Postulate. From b) we get

J(X)� pJ(2X/p) + p12I2(X; 1, 1)� p(X/p)6+∆+ε +X6+∆+εp12−n∆/3.

Suppose ∆ > 0, then we find n such that n∆ ≥ 39. Thus we get

J(X)� X6+∆+εp−1 � X6+∆−3−n+ε.

This contradicts the definition of ∆ and we must have ∆ = 0.
We are left with showing (43). Since the case n = 0 is settled we continue

inductively. We assume p3n+1b ≤ X and use (43) to see

I2(X; b, 2b−a)� X6+∆+εp−2b−4(2b−a)p(3−n∆/6)(3(2b−a)−b) = X6+∆+εp4a−10bp(3−n∆/6)(5b−3a).

(Whenever 1 ≤ a ≤ b also a ≤ b ≤ 2b−a and p3n(2b−a) ≤ p3n+1b ≤ X.) Similarly
(43) we get

I2(X; b, 3b)� X6+∆+εp−14bp(3−n∆/6)(8b).

Finally note that

J(2Xpb−1)� X6+∆+εp−6b−∆b,

for pv ≤ X. Using these estimates with g) yields

I2(X; a, b) ≤ 2bp−10a/3+14b/3(X6+∆+εp4a−10bp(3−n∆/6)(5b−3a))
1
3

· (X6+∆+εp−14bp(3−n∆/6)(8b))
1
3 (X6+∆+εp−6b−∆b)

1
2

= X6+∆+εp−2a−4bp(3−n∆/6)(3b−a)p−∆b/2

≤ X6+∆+εp−2a−4bp(3−n∆/6)(3b−a).

This is exactly what we claimed and the proof is complete. Admittedly this seems
very ad-hoc but there are some nice concepts behind.
Solution: We start with a). Note that I0(X; a, b) counts those solutions of
the Vinogradov-system which are of the shape xi = η + pbyi. Obviously we have
0 ≤ yi ≤ Xp−b. Put zi = yi+1. Because the system of equations is translation and
dilation invariant we see that zi also solves the equation. Further 1 ≤ z1 ≤ 2Xp−b

trivially. Thus zi is counted by J(2Xp−b). This directly implies the claim.
We turn to b). We split the solutions to (42) in congruence classes ξ ≡ ξi mod p

for 1 ≤ i ≤ 12. We bound the number of solutions with ξi = ξj for all 1 ≤ i, j ≤ 12
by ∑

η mod p

I0(X; 0, η; 1, 1) ≤ pIo(X; 1, 1) ≤ pJ(2Xp−1),
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where we used a) and the definitions. For the remaining number of variables we
always have i, j with ξi 6= ξj. This yields

J(X) ≤ pJ(2Xp−1) +

(
12

2

)
p(p− 1)

∫
(0,1]3
|f1(α, ξ)f1(α, η)f(α)10|dα.

Here we have chose ξ and η to maximise the right hand side. Applying Hölder we
get∫

(0,1]3
|f1(α, ξ)f1(α, η)f(α)10|dα ≤

(∫
(0,1]3
|f1(α, ξ)|4|f1(α, η)|8dα

) 1
12

·
(∫

(0,1]3
|f1(α, ξ)|8|f1(α, η)|4dα

) 1
12
(∫

(0,1]3
|f(α)|12dα

) 5
6

.

We obtain the estimate

J(X)� pJ(2X/p) + p2I2(X; 1, 1)
2
12J(X)

5
6 .

This implies the result by dividing both sides by J(X)
5
6 and taking 6th powers.

Part c) is a simple application of Hölder:

I2(X; ξ, η; a, b) =

∫
(0,1]3
|fa(α; ξ)|4|fb(α, η)|8dα

≤
(∫

(0,1]3
|fa(α; ξ)|8|fb(α, η)|4dα

) 1
3
(∫

(0,1]3
|fa(α; ξ)|2|fb(α, η)|10dα

) 2
3

≤ I2(X; b, a)
1
3 I1(X; a, b)

2
3 .

Taking the supremum over ξ 6≡ η mod p gives the result.
Part d) works similar:

I1(X; ξ, η; a, b) =

∫
(0,1]3
|fa(α; ξ)|2|fb(α, η)|10dα

≤
(∫

(0,1]3
|fa(α; ξ)|4|fb(α, η)|8dα

) 1
4
(∫

(0,1]3
|fb(α, η)|12dα

) 3
4

≤ I2(X; b, a)
1
4 I0(X; b, b)

3
4 ≤ I2(X; b, a)

1
4J(2Xp−b)

3
2 .

This is as desired.
Let us treat e). Recall that I1(X; ξ, η; a, b) counts solutions to (42) with

xi =

{
ξ + payi if i = 1, 7,

η + pbyi else.
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We put ν = ξ − η and deduce by translation invariance that the new variables

zi =

{
ν + payi if i = 1, 7,

pbyi else.

Considering the top equation (degree 3) yields the congruence

(ν + pay1)3 ≡ (ν + pay7)3 mod p3b.

We now recall that ξ 6≡ η mod p. Thus p - ν, so that we get ν + pay1 ≡ ν +
pay7 mod p3b. At then end this yields y1 ≡ y7 mod p3b−a. We conclude that there
is a unique ξ′ out of p3b−a possibilities, so that x1 ≡ x7 ≡ ξ′ mod p3b. We obtain
the upper bound

I1(X; ξ, η, a, b) ≤ p3b−aI1(X; 3b, b).

The claimed inequality follows by taking the maximum.
The hardest part will now be to deduce f). Again we look at the solutions to

(42) counted by I2(X; ξ, η; a, b). These satisfy

xi =

{
ξ + payi for i = 1, 2, 7, 8,

η + pbyi else.

Again we write p - ν = ξ − η and find new solutions zi = xi − η. This directly
yields the congruence

(η + pay1)j + (η + pay2)j ≡ (η + pay7)j + (η + pay8)j mod pjb,

for j = 1, 2, 3. We put Sj = yj1 + y2j − yj7 − y
j
8. Using the congruence above for

j = 2, 3 we find that

2νS1 + paS2 ≡ 0 mod p2b−a and

3ν2S1 + 3νpaS2 + p2aS3 ≡ 0 mod p3b−a.

Combining these in order to eliminate S1 yields

3νpaS2 + 2p2aS3 ≡ 0 mod p2b−a.

We divide out pa and are left with the two congruences

3νS2 + 2paS3 ≡ 0 mod p2b−2a and 2νS1 + 2paS2 ≡ 0 mod p2b−2a.

To continue we need the following result, which we prove at the end:
Let N(p; a, c) denote the number of solutions (y1, y2, y7, y8) to

3νS2 + 2paS3 ≡ 2νS1 + 2paS2 ≡ 0 mod pc. (44)

Then if a ≥ 1 and c ≥ 0 we have N(p; a, c) ≤ (c+ 1)p2c.
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With this at hand we continue as follows. Suppose yi ≡ yi0 mod p2b−2a for
i = 1, 2, 7, 8 then xi ≡ ξi mod p2b−a for ξi = ξ+ payi,0. The key observation is that
the contribution of those yi’s is given by∫

(0,1]3
f2b−a(α, ξ1)f2b−a(α, ξ2)f2b−a(α, ξ7)f2b−a(α, ξ8)|fb(α, η)|8dα

≤
∫

(0,1]3
|
∏

i=1,2,7,8

f2b−a(α, ξi)||fb(α; η)|8dα

≤
∏

i=1,2,7,8

(∫
(0,1]3
|f2b−a(α, ξi)|4|fb(α, η)|8

) 1
4

≤
∏

i=1,2,7,8

I2(X, ξi, η; 2b− a, a)
1
4

≤ I2(X; 2b− a, a).

Counting all possible yi0 we use the claim above. Collecting everything together
yields

I2(X; a, b) ≤ N(p; a, 2(b− a))I2(X; 2b− a, b) ≤ 2bp4(b−a)I2(X; 2b− a, a)

as desired.
It remains to proof (44). This is done by induction on c. Note that the case

c = 0 is trivial. If c = 1 we have p | S1 and p | S2. We get 2p2 − p solutions
and are done. We turn towards the general case. We call a solution (y1, y2, y7, y8)
singular if y1 ≡ y2 ≡ y7 ≡ y8 mod p. The remaining solutions are obviously called
non-singular. We observe that for a non-singular solution the vectors

∇(2νS1 + paS2) and ∇(3νS2 + 2paS3)

are not proportional modulo p. The upshot is that a non-singular solution modulo
pc will lift to precisely p2 solutions modulo pc+1. We therefore write N0(p; a, c) for
the number of non-singular solutions modulo pc. By induction we easily see that
N0(p; a, c) ≤ 2p2c. It remains to estimate the non-singular solutions. We set

y1 ≡ y2 ≡ y7 ≡ y8 ≡ β mod p.

We set yi = β + pui and S ′j = uj1 + uj2 − u
j
7 − u

j
8. Of course we have

2νS1 + paS2 = 2(ν + βpa)pS ′1 + pa+2S ′2.

Similarly we get

3νS2 + 2paS3 = 6β(ν + βpa)pS ′1 + 3(ν + 2βpa)p2S ′2 + 2pa+3S ′3.

We set ν ′ = ν + βpa. Eliminating S ′1 from the second equation we get the two
congruences

2ν ′S ′1 + pa+1S ′2 ≡ 0 mod pc−1 and 3ν ′S ′2 + 2pa+1S ′3 ≡ 0 mod pc−2.
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We have to count solutions ui modulo pc−1. Thus we first view the two congruences
above as a system of congruences modulo pc−2. The solutions of this system are
precisely counted by N(p; a+ 1, c−2). We have to investigate how such a solution
lifts to solutions modulo pc−1. To do so we note that

∇(2ν ′S ′1 + pa+1S ′2) ≡ 2ν ′(1, 1,−1,−1) 6≡ 0 mod p.

Thus each solution lifts to p3 solutions of the two congruences modulo pc−1. Taking
all possibilities for β into account we get at must p4N(p; a + 1, c − 2) singular
solutions. Summing things up we combine singular and non-singular solutions to
get

N(p; a, c) ≤ N0(p; a, c) + p4N(p; a+ 1, c− 2) ≤ 2p2c + p4(c− 1)p2c−4 = (c+ 1)p2c.

This completes the proof of (44) and the proof of f).
To see part g) we use f), c), e) and d) to obtain the desired inequality:

I2(X; a, b) ≤ 2bp4(b−a)I2(X; 2b− a, b)

≤ 2bp4(b−a)I2(X, b, 2b− a)
1
3 I1(X; 2b− a, b)

2
3

≤ 2bp4(b−a)I2(X, b, 2b− a)
1
3

(
p3b−(2b−a)I1(X; 3b, b)

) 2
3

≤ 2bp4(b−a)+2(a+b)/3I2(X, b, 2b− a)
1
3

(
I2(X; b, 3b)

1
4J(2Xp−b)

3
4

) 2
3

= 2bp−10a/3+14b/3I2(X, b, 2b− a)
1
3 I2(X; b, 3b)

1
6J(2Xp−b)

1
2 .

Exercise Block 8. What are the best bounds for G1(k) we can prove with the
tools from these lectures?

Solution: We consider the following situation. Take k ≥ 2 and s > k+1. Suppose
that N is sufficiently large and let ψ be a function that is monotonically increasing
to infinity but satisfies ψ(t)� tδ for δ sufficiently small.

We write Zs,k(N) for the set of positive integers N
2
< n ≤ N with

|rs(n)−
Γ(1 + 1

k
)s

Γ( s
k
)

Ss,k(n)n
s
k
−1| > n

s
k
−1ψ(n)−1.

We write Z = ]Zs,k(N) and X = N
1
k .

We claim that there are numbers ηn(s, k) ∈ S1 such that∫
m

|T (α)sK(α)|dα� N
s
k
−1ψ(N)−1Z (45)

for

K(α) =
∑

n∈Zs,k(N)

ηn(s, k)e(nα).

Here we use the same minor arcs as defined around (30).
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If we take the major arcs M in accordance with the minor arcs above we have
seen that ∫

M

T (α)se(−nα)dα =
Γ(1 + 1/k)s

Γ(s/k)
Ss,k(n)n

s
k
−1 +O(n

s
k
−1−2δ).

Note that we have

n
s
k
−1ψ(n)−1 < |rs(n)−

Γ(1 + 1
k
)s

Γ( s
k
)

Ss,k(n)n
s
k
−1|

= |
∫ 1

0

f(α)se(−nα)dα−
Γ(1 + 1

k
)s

Γ( s
k
)

Ss,k(n)n
s
k
−1|

≤ |
∫
m

T (α)se(−nα)dα|+ |
∫
M

T (α)se(−nα)dα−
Γ(1 + 1

k
)s

Γ( s
k
)

Ss,k(n)n
s
k
−1|

= |
∫
m

T (α)se(−nα)dα|+O(n
s
k
−1−2δ).

Thus, for N
2
< n ≤ N and N sufficiently large we have

|
∫
m

T (α)se(−nα)dα| ≥ 1

2
n
s
k
−1ψ(n)−1.

We define the desired numbers ηn(s, k) by requiring

|
∫
m

T (α)se(−nα)dα| = ηn(s, k)

∫
m

T (α)se(−nα)dα (46)

when n ∈ Zs,k(N). We may assume that that ηs,k(n) vanishes when n is not in
the exceptional set Zs,k(N). With choice we get

N
s
k
−1ψ(N)−1·Z �

∑
N
2
<n≤N

ηs,k(n)

∫
m

T (α)se(−nα)dα =

∫
m

T (α)s

 ∑
N
2
<n≤N

ηs,k(n)e(−nα)


︸ ︷︷ ︸

=K(α)

dα

which is what we claimed.
Using Cauchy-Schwarz in (45) yields

N
s
k
−1ψ(N)−1Z �

(∫
m

|T (α)|2sdα
) 1

2
(∫ 1

0

|K(α)|2dα
) 1

2

.

By Parseval we have ∫ 1

0

|K(α)|2dα =
∑

n∈Zs,k(N)

1 = Z.
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From our minor arc estimate in Theorem 9.4 we get∫
m

|T (α)|2s � X2s−k−δ,

for

2s ≥ k2 + 1−max
j≤k

⌈
j
k − j − 1

k − j + 1

⌉
.

Combining both yields

Z
1
2 � N1− s

kψ(N)Xs− k
2
− δ

2 = (N1− δ
kψ(N)2)

1
2 .

Thus, if we assume that ψ grows slowly enough we obtain

Z � N1−δ′ for some small δ′ > 0.

From this we obtain directly that for such s the number or n which are not repre-
sentable by a sum of s positive kth powers has density 0 (i.e. there are o(N) such
exceptional integers smaller than N). We get

G1(k) ≤ k2 + 1

2
− 1

2
max
j≤k

⌈
j
k − j − 1

k − j + 1

⌉
.
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